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ABSTRACT. Let $R$ be a commutative Noetherian local ring with residue field $k$. Let $\mathcal{X}$ be a resolving subcategory of finitely generated $R$-modules. This paper mainly studies when $\mathcal{X}$ contains $k$ or consists of totally reflexive modules. It is proved that $\mathcal{X}$ does so if $\mathcal{X}$ is closed under cosyzygies. A conjecture of Dao and Takahashi is also shown to hold in several cases.

1. INTRODUCTION

Throughout the paper, $R$ is a commutative Noetherian ring and $\text{mod} R$ denotes the category of all finitely generated $R$-modules. Whenever $R$ is assumed to be local, its unique maximal ideal is denoted by $m$. All subcategories are full. For a Cohen–Macaulay local ring $R$, we denote by $\text{CM}(R)$ the subcategory of $\text{mod} R$ consisting of maximal Cohen–Macaulay modules. The radius of a subcategory was defined by Dao and Takahashi [7]. This notion is linked to both the representation theory and the singularity of $R$. For example, in [7, Proposition 2.5], over a Gorenstein complete local ring $R$, it is shown that the category of maximal Cohen–Macaulay modules has radius zero if and only if $R$ has finite Cohen–Macaulay representation type, in other words, $R$ is a simple hypersurface singularity (when the residue field of $R$ is algebraically closed field of characteristic zero). In [7, Theorem II], for a Cohen–Macaulay complete local ring $R$ with perfect coefficient field, it is shown that $\text{CM}(R)$ has finite radius. Dao and Takahashi propose the following conjecture, and prove that it holds if $R$ is a complete intersection [7, Theorem I].

**Conjecture 1.1** (Dao–Takahashi). [7, Conjecture 3.1] Let $R$ be a Cohen–Macaulay local ring. Let $\mathcal{X}$ be a resolving subcategory of $\text{mod} R$ with finite radius. Then $\mathcal{X}$ is contained in $\text{CM}(R)$.

In the first part of this paper, we study the resolving subcategory with finite radius. We obtain the following result which supports Conjecture 1.1 in several cases (see Theorem 3.5, Corollaries 3.11, 3.14).

**Theorem 1.2.** Let $R$ be a Cohen–Macaulay local ring, and let $\mathcal{X}$ be a resolving subcategory of $\text{mod} R$ with finite radius. Then $\mathcal{X}$ is contained in $\text{CM}(R)$ (hence Conjecture 1.1 holds true) if one of the following holds.

(i) $\mathcal{X}$ is closed under $R$-duals (i.e. $\mathcal{X}^* \subseteq \mathcal{X}$).
(ii) $R$ has minimal multiplicity and infinite residue field.
(iii) $R$ is Gorenstein with $\text{codim} R \leq 4$ or $e(R) \leq 11$ and each module in $\mathcal{X}$ has bounded Betti numbers.
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Here \( \text{codim} R \) denotes the codimension of \( R \) and \( e(R) \) stands for the multiplicity of \( R \) with respect to the maximal ideal. A typical example of resolving subcategories closed under \( R \)-duals is \( \mathcal{G}(R) \), the subcategory of totally reflexive modules.

It is quite natural to ask when a given resolving subcategory contains (some syzygy of) the residue field. This is closely related to the vanishing problems of Tor and Ext modules. Let \( M \) be an \( R \)-module, and suppose that its resolving closure contains some syzygy of \( k \). Then \( M \) is a so-called \( \text{test} \) module; an \( R \)-module \( N \) has finite projective dimension whenever \( \text{Tor}^R_{\geq 0}(M, N) = 0 \). This question is also related to the radius of a resolving subcategory. For a resolving subcategory \( \mathcal{X} \), over a local ring of positive dimension, if \( \mathcal{X} \) contains the residue field, then it has infinite radius [7, Theorem 4.4] (see also Proposition 3.2 and Lemma 3.3). In the second part of this paper, we study resolving subcategories which are closed under cosyzygies. A typical example of such subcategories is again \( \mathcal{G}(R) \). It is observed that, over a Cohen–Macaulay local ring \( R \) of positive dimension, \( \text{CM}(R) \) is closed under cosyzygies if and only if \( R \) is Gorenstein (i.e. \( \text{CM}(R) = \mathcal{G}(R) \)). We obtain the following result, as a special case of Theorem 4.10.

**Theorem 1.3.** Let \( R \) be a local ring with residue field \( k \), and let \( \mathcal{X} \) be a resolving subcategory of \( \text{mod} R \) closed under cosyzygies. Then \( \mathcal{X} \) either contains \( k \) or is contained in \( \mathcal{G}(R) \). In particular, if \( \dim R > 0 \) and \( \mathcal{X} \) has finite radius, then \( \mathcal{X} \subseteq \mathcal{G}(R) \) and Conjecture 1.1 holds true.

Note that, by [7, Theorems I, 4.15(i)], every resolving subcategory of finite radius over a complete intersection local ring is closed under cosyzygies. Therefore Theorem 1.3 can be viewed as a generalization of [7, Theorem I]. We also prove that every resolving subcategory \( \mathcal{X} \) with \( \mathcal{X} = \Omega \mathcal{X} \) is contained in \( \mathcal{G}(R) \) (see Theorem 3.5). Here, \( \Omega \) stands for the syzygy functor. As a consequence of Theorem 1.3 for a non-trivial resolving subcategory \( \mathcal{X} \) of finite radius, over a Golod local ring \( R \) of positive dimension, it is shown that \( \mathcal{X} \) is closed under cosyzygies if and only if \( R \) is a hypersurface.

The organization of this paper is as follows. In section 2, we collect preliminary notions, definitions and some known results which will be used in this paper. In section 3, we study the resolving subcategory with finite radius. We prove our first main result, Theorem 1.2 in this section. In section 4, we study resolving subcategories which are closed under cosyzygies. We prove Theorem 1.3 in this section.

### 2. Notations and Preliminary Results

Throughout this paper, \( R \) denotes a commutative Noetherian ring and all \( R \)-modules are assumed to be finitely generated. All subcategories are full and strict. (Recall that a subcategory \( \mathcal{X} \) of a category \( \mathcal{C} \) is called strict provided that for objects \( M, N \in \mathcal{C} \) with \( M \cong N \), if \( M \) is in \( \mathcal{X} \), then so is \( N \).) For a subcategory \( \mathcal{X} \) of \( \text{mod} R \), we denote by \( \text{add} \mathcal{X} \) the additive closure of \( \mathcal{X} \), namely, the subcategory of \( \text{mod} R \) consisting of direct summands of finite direct sums of modules in \( \mathcal{X} \). When \( \mathcal{X} \) consists of a single module \( M \), we simply denote it by \( \text{add} M \). Over a local ring \( R \) with maximal ideal \( m \), we denote by \( \text{mod}_0(R) \) the subcategory of \( \text{mod}(R) \) consisting of modules that are locally free on the punctured spectrum \( \text{Spec} R \setminus \{m\} \). We say that two modules \( X \) and \( Y \) are \( \text{stably isomorphic} \) and write \( X \approx Y \) if \( X \oplus P \cong Y \oplus Q \) for some projective modules \( P \) and \( Q \). We denote by \( (-)^{\dagger} = \text{Hom}_R(-, R) \) the algebraic dual. We recall the definition of an approximation with respect to a subcategory.

**Definition 2.1.** Let \( \mathcal{A} \) be an additive category, and let \( \mathcal{X} \) be a subcategory of \( \mathcal{A} \).

(i) A morphism \( f : X \to M \) (resp. \( f : M \to X \)) in \( \mathcal{A} \) with \( X \in \mathcal{X} \) is called a **right (resp. left)** \( \mathcal{X} \)-approximation of \( M \) if for every morphism \( f' : X' \to M \) (resp. \( f' : M \to X' \)) with \( X' \in \mathcal{X} \) factors through \( f \), that is, \( f' = fg \) (resp. \( f' = gf \)) for some morphism \( g : X' \to X \) (resp. \( g : X \to X' \)).
Definition 2.3. Let $\mathcal{X}$ be an R-module and $\mathcal{X} = \text{add } R$ one has the following.

(i) Assume that $P_0 \rightarrow P_1 \rightarrow P_2 \rightarrow \cdots$ is a right $\mathcal{X}$-approximation of $M$. Then, the kernel of $d_1$ is called the first syzygy of $M$ and denoted by $\Omega^1 M$ (or $\Omega^1_R M$) which is unique up to projective equivalence. Inductively, we define the $n$-th syzygy module of $M$, $\Omega^n M := \Omega^{1}(\Omega^{n-1} M)$ for all $n > 0$. For convention, we set $\Omega^0 M = M$.

(ii) Let $P_0 \rightarrow P_1 \rightarrow P_2 \rightarrow \cdots$ be a projective presentation of $M$. The cokernel of the $R$-dual map $d_1^* : P_0^* \rightarrow P_1^*$ is called the (Auslander) transpose of $M$ and denoted by $\text{Tr } M$ (or $\text{Tr } R M$). Therefore we have the following exact sequence:

$$0 \rightarrow M^* \rightarrow P_0^* \rightarrow P_1^* \rightarrow \text{Tr } M \rightarrow 0.$$ 

The transpose of a module is unique up to projective equivalence.

(iii) Let $M \rightarrow P_0 \rightarrow P_1$ be a left $\mathcal{X}$-approximation of $M$. Then the cokernel of $d_1$ is called the first cosyzygy of $M$ and denote it by $\Omega^{-1} M$ (or $\Omega^{-1}_R M$). Inductively, we define the $n$-th cosyzygy module of $M$, $\Omega^{-n} M := \Omega^{-1}(\Omega^{-(n-1)} M)$ for all $n > 0$.

Whenever $R$ is local, we define the syzygy, cosyzygy and transpose by using a minimal right $\mathcal{X}$-approximation, a minimal left $\mathcal{X}$-approximation and a minimal projective presentation, respectively so that they are uniquely determined up to isomorphism.

In the following, we collect some basic properties of syzygies and transposes which will be used throughout the paper without reference.

Proposition 2.4. [6, Proposition 2.2] For an R-module $M$ the following hold:

(i) Let $0 \rightarrow L \rightarrow M \rightarrow N \rightarrow 0$ be an exact sequence of R-modules. Then one has exact sequences

$$0 \rightarrow \Omega N \rightarrow L \rightarrow M \rightarrow 0,$$

$$0 \rightarrow \Omega L \rightarrow \Omega M \rightarrow \Omega N \rightarrow 0,$$

$$0 \rightarrow N^* \rightarrow M^* \rightarrow L^* \rightarrow \text{Tr } N \rightarrow \text{Tr } M \rightarrow \text{Tr } L \rightarrow 0$$

of $R$-modules (up to projective summands).

(ii) For an integer $n > 0$, there exists an exact sequence

$$0 \rightarrow \text{Ext}_R^n(M, R) \rightarrow \text{Tr } \Omega^{n-1} M \rightarrow \Omega \text{Tr } \Omega^{n-1} M \rightarrow 0.$$

(iii) There are stable isomorphisms $M \approx \text{Tr } M$, $(\text{Tr } M)^* \approx \Omega^2 M$ and $M^* \approx \Omega^2 \text{Tr } M$.

The notion of Gorenstein dimension was introduced by Auslander [1], and deeply developed by Auslander and Bridger in [2].
Definition 2.5. A non-zero $R$-module $M$ is called Gorenstein dimension zero (or totally reflexive) if $M \cong M^{**}$ (or equivalently, the canonical map $M \to M^{**}$ is bijective) and $\text{Ext}^i_R(M,R) = \text{Ext}^i_R(M^{**},R) = 0$ for all $i > 0$. We denote by $\mathcal{G}(R)$ the subcategory of $\text{mod}R$ consisting of totally reflexive modules.

The Gorenstein dimension of $M$, denoted by $G\text{-dim}_R(M)$, is defined to be the infimum of all nonnegative integers $n$ such that there exists an exact sequence

$$0 \to G_n \to \cdots \to G_0 \to M \to 0,$$

where each $G_i$ are totally reflexive. Note by definition that $G\text{-dim}_R(0) = -\infty$.

In the following, we summarize some basic facts about Gorenstein dimension (see [2]).

**Proposition 2.6.** For an $R$-module $M$, the following statements hold true.

(i) $G\text{-dim}_R(M) \leq 0$ if and only if $G\text{-dim}_R(\text{Tr}M) \leq 0$;

(ii) (Auslander-Bridger formula) If $R$ is local and $M$ has finite Gorenstein dimension, then

$$G\text{-dim}_R(M) = \text{depth}R - \text{depth}_R(M).$$

(iii) If $G\text{-dim}_R(M)$ is finite, then $G\text{-dim}_R(M) = \sup\{i \mid \text{Ext}^i_R(M,R) \neq 0\}$.

(iv) A local ring $R$ with residue field $k$ is Gorenstein if and only if $G\text{-dim}_R(k) < \infty$.

Let $n$ be a positive integer. Recall that an $R$-module $M$ is called $n$-torsion free if $\text{Ext}^i_R(\text{Tr}M,R) = 0$ for all $1 \leq i \leq n$. An $R$-module $M$ is said to be an $n$-th syzygy if there exists an exact sequence

$$0 \to M \to P_0 \to \cdots \to P_{n-1}$$

with the $P_0, \cdots, P_{n-1}$ are projective. By convention, every module is a 0-th syzygy. We denote by $\Omega^n(\text{mod}(R))$ the full subcategory of $\text{mod}(R)$ consisting of $n$-th syzygy modules. For an integer $m$, we define a set $X^m(R) = \{p \in \text{Spec}R \mid \text{depth}R_p \leq m\}$.

**Lemma 2.7.** [13, Theorem 43] Let $R$ be a ring and let $M$ be an $R$-module. Assume that $n$ is an integer such that $G\text{-dim}_{R_p}(M_p) < \infty$ for all $p \in X^{n-2}(R)$. Then $M$ is $n$-torsion free if and only if $M$ is an $n$-th syzygy module.

The notion of a resolving subcategory has been introduced by Auslander and Bridger [2].

**Definition 2.8.** A subcategory $\mathcal{X}$ of $\text{mod}R$ is called resolving if the following hold:

(i) $\mathcal{X}$ contains the projective $R$-modules.

(ii) $\mathcal{X}$ is closed under direct summands (i.e. if $M$ is an $R$-module in $\mathcal{X}$ and $N$ is an $R$-module that is a direct summand of $M$, then $N$ is also in $\mathcal{X}$).

(iii) $\mathcal{X}$ is closed under extensions (i.e. for an exact sequence $0 \to L \to M \to N \to 0$ of $R$-modules, if $L$, $N$ are in $\mathcal{X}$, then so is $M$).

(iv) $\mathcal{X}$ is closed under kernels of epimorphisms (i.e. for an exact sequence $0 \to L \to M \to N \to 0$ of $R$-modules, if $M, N$ are in $\mathcal{X}$, then so is $L$).

A subcategory $\mathcal{X}$ of $\text{mod}R$ is resolving if and only if $\mathcal{X}$ contains $R$ and is closed under direct summands, extensions and syzygies [17, Lemma 3.2]. There are many examples of resolving subcategories in $\text{mod}(R)$. For example, $\text{CM}(R)$ is a resolving subcategory of $\text{mod}R$ if $R$ is Cohen–Macaulay. The subcategory of $\text{mod}R$ consisting of totally reflexive $R$-modules is resolving by [2, 3.11] (see also [15, Example 1.6] for more examples).

Next we recall the definition of the radius of a subcategory defined by Dao and Takahashi [7].
Theorem 1.2. For an ideal \( I \)

\[ \text{Definition 2.9.} \]

\[ \text{Lemma 2.10.} \]

\[ n \]

\[ \text{Proof.} \]

\[ (3.1.1) \]

\[ \text{Lemma 2.10.} \]

\[ (\text{i}) \text{ The subcategory } [\mathcal{X}] \text{ is defined as follows:} \]

\[ [\mathcal{X}] = \text{add}\{R, \Omega^j X | X \in \mathcal{X}, i \geq 0\}. \]

\[ (\text{ii}) \text{ The subcategory of } \text{mod} R \text{ consisting of the } R\text{-modules } M \text{ which fits into an exact sequence } 0 \rightarrow X \rightarrow M \rightarrow Y \rightarrow 0 \text{ with } X \in \mathcal{X} \text{ and } Y \in \mathcal{Y} \text{ is denoted by } \mathcal{X} \circ \mathcal{Y}. \text{ We set } \mathcal{X} \bullet \mathcal{Y} = ([\mathcal{X}] \circ [\mathcal{Y}]). \]

\[ (\text{iii}) \text{ The ball of radius } n \text{ centered at } \mathcal{X} \text{ is defined as follows:} \]

\[ [\mathcal{X}]_n = \begin{cases} [\mathcal{X}] & \text{for } n = 1, \\ [\mathcal{X}]_{n-1} \cdot [\mathcal{X}] = ([\mathcal{X}]_{n-1} \circ [\mathcal{X}]) & \text{for } n > 1. \end{cases} \]

\[ (\text{iv}) \text{ The radius of } \mathcal{X}, \text{ denoted by radius } \mathcal{X}, \text{ is the infimum of the integers } n \geq 0 \text{ such that there exists a ball of radius } n+1 \text{ centered at a module containing } \mathcal{X}. \]

The following result will be used throughout the paper.

Lemma 2.10. \([7 \text{ Proposition 4.9}] \)

\[ \text{Let } R \text{ be a local ring and let } \mathcal{X} \text{ be a resolving subcategory of } \text{mod}(R). \]

\[ \text{If } \mathcal{X} \text{ contains a module } M \text{ with } 0 < \text{pd}_R M < \infty, \text{ then } \text{radius}(\mathcal{X}) = \infty. \]

3. Resolving Subcategories with Finite Radius

In this section, we study resolving subcategories with finite radius. We prove our first main result, Theorem 1.2. For an ideal \( I \) of \( R \) and an \( R\)-module \( M \), we denote by \( a_i^j(M) \) the annihilator \( \text{ann}_R(H_i^j(M)) \) of the \( i \)-th local cohomology module of \( M \). The following result is a generalization of \([7 \text{ Lemma 4.2}] \).

Lemma 3.1. \( \text{Let } R \text{ be a ring and let } I \text{ be an ideal of } R. \text{ Assume that } M \text{ and } C \text{ are } R\text{-modules and that } n \text{ is a positive integer. If } M \in [C]_n, \text{ then} \]

\[ \left( \prod_{i=0}^{t} a_i^j(R) a_i^j(C) \right)^n \subseteq a_i^j(M) \text{ for all } t \geq 0. \]

Proof. We argue by induction on \( n \). If \( n = 1 \), then \( M \) is isomorphic to a direct summand of a finite direct sum of copies of \( R \oplus (\bigoplus_{j=0}^{m} \Omega^j C) \). Therefore \( H_i^j(M) \) is isomorphic to a direct summand of a finite direct sum of copies of \( H_i^j(R) \oplus (\bigoplus_{j=0}^{m} H_i^j(\Omega^j C)) \). Hence

\[ \text{(3.1.1)} \]

\[ a_i^j(R) \cap \left( \bigcap_{j=0}^{m} a_i^j(\Omega^j C) \right) \subseteq a_i^j(M). \]

For each \( j > 0 \) there is an exact sequence \( 0 \rightarrow \Omega^j C \rightarrow P_{j-1} \rightarrow \Omega^{j-1} C \rightarrow 0, \) where \( P_{j-1} \) is a projective \( R\)-module. This induces an exact sequence \( H_i^{j-1}(\Omega^{j-1} C) \rightarrow H_i^j(\Omega^j C) \rightarrow H_i^j(P_{j-1}), \) which gives the following inclusions

\[ a_i^j(R) a_i^{j-1}(R) \cdots a_i^{-1}(R) a_i^{-1}(C) \subseteq \cdots \subseteq a_i^j(R) a_i^{j-1}(R) a_i^{-2}(\Omega^{j-2} C) \subseteq a_i^j(R) a_i^{j-1}(\Omega^{j-1} C) \subseteq a_i^j(\Omega^j C) \]
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for all \( j \leq t \). Also
\[
a_i^j(R) a_j^{i-1}(R) \cdots a_1^j(R) a_0^j(R) \subseteq a_i^j(R) a_j^{i-1}(R) \cdots a_1^j(R) a_0^j(\Omega^{j-i}C) \subseteq \cdots \subseteq a_i^j(R) a_j^{i-1}(\Omega^{j-i}C) \subseteq a_i^j(\Omega^jC)
\]
for all \( j > t \). Therefore the assertion is clear for the case \( n = 1 \) by \ref{3.1}. Now let \( n > 1 \). We have \( M \in [C]_{n-1} \cdot [C] \), and by \cite{7} Proposition 2.2(1), there exists an exact sequence \( 0 \to X \to Y \to Z \to 0 \) with \( X \in [C]_{n-1} \) and \( Z \in [C] \) such that \( M \) is a direct summand of \( Y \). The induction hypothesis shows
\[
\left( \prod_{i=0}^t a_i^j(R) a_i^j(C) \right)^n = \left( \prod_{i=0}^t a_i^j(R) a_i^j(C) \right)^{n-1} \left( \prod_{i=0}^t a_i^j(R) a_i^j(C) \right) \subseteq a_i^j(X) a_i^j(Z) \subseteq a_i^j(Y) \subseteq a_i^j(M),
\]
which completes the proof.

The following result is a generalization of \cite{7} Theorem 4.4.

**Proposition 3.2.** Let \((R, m, k)\) be a local ring and let \(\mathcal{X}\) be a resolving subcategory of \(\text{mod}(R)\). Assume that \(\text{radius}(\mathcal{X}) < \infty\) and that \(\Omega^t k \in \mathcal{X}\) for some \( t \geq 0 \). Then \( \dim R \leq t \).

**Proof.** Put \( n = \text{radius}(\mathcal{X}) \). By definition, there exists an \( R \)-module \( C \) such that \( \mathcal{X} \subseteq [C]_{n+1} \). In particular, \( \Omega^t k \in [C]_{n+1} \). We claim that \( \Omega^t L \in \mathcal{X} \) for all finite length \( R \)-module \( L \). We prove the claim by induction on \( m = \ell(L) \). If \( m = 1 \), then \( L \cong k \) and so the assertion is clear. Now let \( m > 1 \) and consider the following exact sequence \( 0 \to L_1 \to L \to k \to 0 \), where \( \ell(L_1) = m - 1 \). From the above exact sequence we get the following exact sequence \( 0 \to \Omega^t L_1 \to \Omega^t L \oplus F \to \Omega^t k \to 0 \), where \( F \) is a free \( R \)-module. It follows from the above exact sequence and the induction hypothesis that \( \Omega^t L \in \mathcal{X} \) and the claim is proved. In particular, \( \Omega^t k \in [C]_{n+i} \) for all \( 0 < i \). Therefore \( \Omega^t k(\hat{R}/\hat{m}^i) \cong \Omega^t k(\hat{R}/\hat{m}^i) \in [C]_{n+i} \). For each \( 1 \leq j \leq t \), consider the exact sequence \( 0 \to \Omega^t(\hat{R}/\hat{m}^i) \to F_{j-1} \to \Omega^t(\hat{R}/\hat{m}^i) \to 0 \), where \( F_{j-1} \) is a free \( \hat{R} \)-module. Applying the functor \( \Gamma_n(\cdot) \) to the above exact sequence we get the following long exact sequence:
\[
(3.2.1) \quad \cdots \to H_m^{j-1}(F_{j-1}) \to H_m^{j-1}(\Omega^{j-i}(\hat{R}/\hat{m}^i)) \to H_m^j(\Omega^{j-i}(\hat{R}/\hat{m}^i)) \to \cdots .
\]
Set \( I = \left( \prod_{i=0}^t a_i^j(\hat{R}) a_i^j(C) \right)^{n+1} \). By Lemma 3.1 we have
\[
(3.2.2) \quad I \subseteq a_m^j(\Omega^{j-i}(\hat{R}/\hat{m}^i)).
\]
It follows from \ref{3.2.1} and \ref{3.2.2} that \( I^2 \subseteq a_m^j(\Omega^{j-i}(\hat{R}/\hat{m}^i)) \). By repeating this argument we finally get that \( I^{t+1} \subseteq a_m^j(\hat{R}/\hat{m}^i) = \hat{m}^i \) for all \( i > 0 \). Hence \( I^{t+1} = 0 \) and so
\[
\dim R = \dim \hat{R} = \dim(\hat{R}/I^{t+1}) = \dim \hat{R}/I \leq t
\]
by \cite{5} Theorem 8.1.1].

Let \( \mathcal{X} \) be a subcategory of \( \text{mod}(R) \). We denote by \( \text{res} \mathcal{X} \) (or \( \text{res}_R \mathcal{X} \)) the resolving closure of \( \mathcal{X} \), namely, the smallest resolving subcategory of \( \text{mod}(R) \) containing \( \mathcal{X} \). If \( \mathcal{X} \) consists of a single module \( M \), then we simply denote it by \( \text{res}(M) \) (or \( \text{res}_R(M) \)).

**Lemma 3.3.** Let \((R, m, k)\) be a Cohen–Macaulay local ring of dimension \( d \) and let \( \mathcal{X} \) be a resolving subcategory of \( \text{mod}(R) \) with \( \text{radius}(\mathcal{X}) < \infty \). If \( \Omega^n k \in \mathcal{X} \) for some \( n \geq 0 \), then \( \mathcal{X} \subseteq \text{CM}(R) \).

**Proof.** Assume contrarily that \( \mathcal{X} \not\subseteq \text{CM}(R) \). Hence there exists an \( R \)-module \( M \in \mathcal{X} \) such that \( t = \text{depth}_R(M) < d = \dim R \). By \cite{6} Proposition 4.2], \( \Omega^n k \in \text{res}(M \oplus \Omega^n k) \subseteq \mathcal{X} \). It follows from this and Proposition \ref{3.2} that \( d \leq t \) which is a contradiction.
For an ideal $I$ of $R$, we denote by $V(I)$ (respectively, $D(I)$) the closed (respectively, open) subset of Spec $R$ defined by $I$ in the Zariski topology, namely, $V(I)$ is the set of prime ideals containing $I$ and $D(I) = \text{Spec } R \setminus V(I)$. For an $R$-module $M$, we denote by $\text{NF}(M)$ the nonfree locus of $M$, that is the set of prime ideals $p$ of $R$ such that the $R_p$-module $M_p$ is nonfree. The following lemma plays a crucial role in the proof of our main results.

**Lemma 3.4.** Let $(R, m, k)$ be a local ring and let $\mathcal{X}$ be a resolving subcategory of $\text{mod}(R)$. Assume that $\text{Ext}_R^i(\mathcal{X}, R) \neq 0$ for some $i > 0$. Then there exists an $R$-module $M \in \mathcal{X} \cap \text{mod}_0(R)$ such that $\text{Ext}_R^i(M, R) \neq 0$.

**Proof.** Assume that $\text{Ext}_R^i(M, R) \neq 0$ for some $M \in \mathcal{X}$. If $\text{NF}(M) = V(m)$, then we have nothing to prove. So assume that $p \in \text{NF}(M)$ for some $p \in \text{Spec } R \setminus \{m\}$ and that $x$ is an element in $m$ which is not in $p$. By [16, Proposition 4.2], there is a commutative diagram:

$$
\begin{array}{cccc}
0 & \longrightarrow & \Omega M & \longrightarrow & R^m & \longrightarrow & M & \longrightarrow & 0 \\
\downarrow x & & \downarrow \| & & \downarrow & & \downarrow & \\
0 & \longrightarrow & \Omega M & \longrightarrow & M_1 & \longrightarrow & M & \longrightarrow & 0
\end{array}
$$

where $M_1$ is an $R$-module such that $V(m) \subseteq \text{NF}(M_1) \subseteq \text{NF}(M)$ and $\text{D}((x)) \cap \text{NF}(M_1) = \emptyset$. Hence $V(m) \subseteq \text{NF}(M_1) \subseteq \text{NF}(M)$. It follows from the above diagram that $M_1 \in \text{res}(M) \subseteq \mathcal{X}$. The above diagram induces the following commutative diagram:

$$
\begin{array}{cccc}
\text{Ext}_R^{i-1}(\Omega M, R) & \longrightarrow & \text{Ext}_R^i(M, R) & \longrightarrow & \text{Ext}_R^i(M_1, R) \\
\downarrow x & & \downarrow \| & & \downarrow & \\
\text{Ext}_R^{i-1}(\Omega M, R) & \longrightarrow & \text{Ext}_R^i(M, R) & \longrightarrow & 0
\end{array}
$$

If $\text{Ext}_R^i(M_1, R) = 0$, then it follows from the above diagram and the Nakayama’s Lemma that $\text{Ext}_R^i(M, R) = 0$ which is a contradiction. Therefore $\text{Ext}_R^i(M_1, R)$ is a nonzero $R$-module. If $V(m)$ coincides with $\text{NF}(M_1)$, then we are done. So we assume that $V(m)$ is strictly contained in $\text{NF}(M_1)$. Then, a similar argument to the above shows that there exists an $R$-module $M_2 \in \mathcal{X}$ which satisfies

$$\text{NF}(M_2) \subseteq \text{NF}(M_1) \subsetneq \text{NF}(M),$$

and $\text{Ext}_R^i(M_2, R) \neq 0$. By [16, Corollary 2.11(1)], all nonfree loci are closed subsets of Spec $R$. Since Spec $R$ is a Noetherian space, every descending chain of closed subsets stabilizes. This means that the above procedure to construct modules $M_i$ cannot be iterate infinitely many times. Hence there exists an $R$-module $N \in \mathcal{X}$ such that $\text{NF}(N) = V(m)$ and $\text{Ext}_R^i(N, R) \neq 0$. □

**Theorem 3.5.** Let $(R, m, k)$ be a local ring and let $\mathcal{X}$ be a resolving subcategory of $\text{mod}(R)$. Assume that $\text{rad}(\mathcal{X}) < \infty$ and that $\mathcal{X}^{\circ} \subseteq \mathcal{X}$. Then the following statements hold:

(i) If $\text{dim } R \geq 3$, then $\mathcal{X} \subsetneq \mathcal{G}(R)$.

(ii) If $R$ is Cohen–Macaulay, then $\mathcal{X} \subseteq \text{CM}(R)$.

**Proof.** (i). First assume that $\text{Ext}_R^i(\mathcal{X}, R) = 0$ and that $M \in \mathcal{X}$. As $\mathcal{X}$ is resolving and closed under dual, $\text{Ext}_R^i(M, R) = 0 = \text{Ext}_R^i(M^*, R)$ for all $i > 0$. The exact sequence $0 \rightarrow \Omega M \rightarrow F_0 \rightarrow M \rightarrow 0$ induces the following commutative diagram with exact rows:

$$
\begin{array}{cccc}
0 & \longrightarrow & \Omega M & \longrightarrow & F_0 & \longrightarrow & M & \longrightarrow & 0 \\
\downarrow f & & \downarrow g & & \downarrow & & \downarrow & \\
0 & \longrightarrow & (\Omega M)^{**} & \longrightarrow & F_0^{**} & \longrightarrow & M^{**} & \longrightarrow & 0
\end{array}
$$
It follows from the above diagram and the snake Lemma that \( f \) is a monomorphism and \( g \) is an epimorphism. Similarly, the exact sequence \( 0 \to \Omega^2 M \to F_1 \to \Omega M \to 0 \) induces the following commutative diagram with exact rows:

\[
\begin{array}{cccccc}
0 & \longrightarrow & \Omega^2 M & \longrightarrow & F_1 & \longrightarrow & \Omega M & \longrightarrow & 0 \\
| & | & | & | & | & f & | & | \\
0 & \longrightarrow & (\Omega^2 M)^{**} & \longrightarrow & F_1^{**} & \longrightarrow & (\Omega M)^{**} & \longrightarrow & 0
\end{array}
\]

It follows from the above diagram and the snake Lemma that \( f \) is an isomorphism and so is \( g \). In other words, \( \mathcal{X} \subseteq \mathcal{G}(R) \). Now assume that \( \text{Ext}_R^1(\mathcal{X}, R) \neq 0 \). By Lemma 3.4 there exists an \( R \)-module \( M \in \mathcal{X} \cap \text{mod}_0(R) \) with \( \text{Ext}_R^1(M, R) \neq 0 \). Let \( \sigma \in \text{soc}(\text{Ext}_R^1(M, R)) \) be a non-zero element. It can be represented as a non-split short exact sequence \( \sigma : 0 \to R \to N \to M \to 0 \).

Applying the functor \( \text{Hom}_R(\cdot, R) \) to \( \sigma \), we get the following exact sequence:

\[
0 \to M^* \to N^* \to R \xrightarrow{h} \text{Ext}_R^1(M, R),
\]

where \( h(1_R) = \sigma \). Hence we obtain the following exact sequence:

\[ (3.6.1) \quad 0 \to M^* \to N^* \to R \to k \to 0. \]

As \( \mathcal{X} \) is closed under dual, \( M^* \) and \( N^* \) are belongs to \( \mathcal{X} \). It follows from the exact sequence \( (3.5.1) \) and \[15\] Lemma 4.3 that \( \Omega^2 k \in \mathcal{X} \) which is a contradiction by Proposition 3.2.

(ii) Assume contrarily that \( \mathcal{X} \notin \text{CM}(R) \). Hence \( \Omega^n k \notin \mathcal{X} \) for all \( n \geq 0 \), by Lemma 3.3. By Auslander-Bridger formula \( \mathcal{X} \notin \mathcal{G}(R) \). Hence, by the similar argument in the proof of first part, one can show that \( \Omega^2 k \in \mathcal{X} \) which is a contradiction. \( \square \)

**Proposition 3.6.** Let \( R \) be a local ring, and \( \mathcal{X} \) a resolving subcategory of \( \text{mod}
 R \). Then \( \mathcal{X} \) has infinite radius if \( \mathcal{X} \) contains a module \( M \) such that:

(i) \( \text{Ext}_R^1(M, R) \neq 0 \), (ii) \( \Omega M \) is reflexive, (iii) \( \Omega^{-2} \Omega M \) is in \( \mathcal{X} \).

**Proof.** By the similar argument to \[7\] Theorem 4.10 (1), we have the following exact sequence:

\[ (3.6.1) \quad 0 \to M \to X \to \Omega^{-2} \Omega M \to 0, \]

where \( \text{pd}_R(X) \leq 1 \). It follows from the above exact sequence that \( X \in \mathcal{X} \). Note that \( \text{Ext}_R^1(\Omega^{-2} \Omega M, R) = 0 \) for \( i = 1, 2 \). Therefore, the exact sequence \( (3.6.1) \) induces the following isomorphism \( \text{Ext}_R^1(X, R) \cong \text{Ext}_R^1(M, R) \neq 0 \). In other words, \( \mathcal{X} \) contains a non-free \( R \)-module of finite projective dimension. Now the assertion follows from Lemma 2.10. \( \square \)

**Remark 3.7.** The above proposition recovers \[7\] Theorem 3.2(2)].

Let \( I \) be an ideal of \( R \) and \( M \) an \( R \)-module. We define the *Loewy length* of \( M \) with respect to \( I \) by

\[ \ell_I(M) = \inf\{n \geq 0 \mid I^n M = 0\} \]

The following result is a generalization of \[7\] Proposition 4.3.

**Lemma 3.8.** Let \( I \) be an ideal of \( R \). Let \( \mathcal{X} \) be a resolving subcategory of \( \text{mod}
 R \) having finite radius. Then \( \sup_{M \in \mathcal{X}} \{\ell_I(\Gamma_I(M))\} < \infty \).

**Proof.** By assumption there is an \( R \)-module \( C \) and an integer \( n > 0 \) such that \( \mathcal{X} \subseteq [C]_n \). Choose integers \( r, c > 0 \) such that \( I^r, I^c \) annihilate \( \Gamma_I(R), \Gamma_I(C) \) respectively. Fix any module \( M \in \mathcal{X} \). Applying Lemma 3.1, the ideal \( a^0_I(M) \) contains \( (a^0_I(R) a^0_I(C))^n \), which contains \( (I^r I^c)^n = I^{r+c} n \). Hence \( \sup_{M \in \mathcal{X}} \{\ell_I(\Gamma_I(M))\} \leq (r+c)n \). \( \square \)
Proposition 3.9. Let $R$ be a local ring. Let $\mathcal{X}$ be a resolving subcategory of $\operatorname{mod} R$. Suppose that there exist an $R$-module $M$ and an $M$-sequence $x = x_1, \ldots, x_n$ such that $M/xM$ is in $\mathcal{X}$. Then $\mathcal{X}$ has infinite radius.

Proof. Let $I$ be the ideal of $R$ generated by $x$. Then $IM \neq M$, so $I$ is contained in $m$. Since $x$ is $M$-regular, there is a natural isomorphism 

$$I^{-1}M/IM \cong M/IM[x_1, \ldots, x_n];$$

see [5, Theorem 1.1.8]. This implies that for all $i > 0$ the module $I^{-1}M/IM$ is a direct sum of copies of $M/IM$. Since $M/IM$ is in $\mathcal{X}$, so is $I^{-1}M/IM$, and so is $M/I^iM$. Suppose that $\mathcal{X}$ has finite radius. Then Lemma 3.3 implies that 

$$\ell := \sup_{M \in \mathcal{X}} \{\ell I_1(\Gamma I(M))\}$$

is finite. Hence $I^\ell$ annihilates $\Gamma I(M/I^iM) = M/I^iM$, which means that $I^iM$ is contained in $M/I^iM$. Thus $I^iM$ is contained in $\bigcap_{i>0} F_iM$, which is zero by Krull’s intersection theorem. In particular, we have $x_iM = 0$. This contradicts the fact that $x_i$ is a nonzerodivisor on $M$. \hfill \square

Following [14], we say that an ideal $I$ of $R$ is quasi-decomposable if $I$ contains an $R$-sequence $x = x_1, \ldots, x_n$ such that the module $I/xR$ is decomposable. A Cohen–Macaulay non-Gorenstein local ring with minimal multiplicity and infinite residue field has quasi-decomposable maximal ideal [14, Example 4.7]. We denote by $\operatorname{PD}(R)$ the subcategory of $\operatorname{mod}(R)$ consisting of modules of finite projective dimension.

Proposition 3.10. Let $(R, m, k)$ be a Cohen–Macaulay local ring with quasi-decomposable maximal ideal. Let $\mathcal{X}$ be a resolving subcategory of $\operatorname{mod}(R)$ with radius$(\mathcal{X}) < \infty$. Then $\mathcal{X} \subseteq \operatorname{CM}(R)$.

Proof. Set $\mathcal{Y} = \mathcal{X} \cap \operatorname{CM}(R)$. Note that $\mathcal{Y}$ is a resolving subcategory contained in $\operatorname{CM}(R)$. If $\mathcal{Y} \neq \operatorname{add}(R)$, then by [14, Lemma 4.4], $\mathcal{Y}^d \subseteq \mathcal{X}$ and so the assertion is clear by Lemma 3.3. Now assume that $\mathcal{Y} = \operatorname{add}(R)$. Hence $\mathcal{X} \subseteq \operatorname{PD}(R)$. As radius$(\mathcal{X}) < \infty$, $\mathcal{X} = \operatorname{add}(R) \subseteq \operatorname{CM}(R)$ by Lemma 2.10. \hfill \square

Corollary 3.11. Let $R$ be a Cohen–Macaulay local ring with minimal multiplicity and infinite residue field. Assume that $\mathcal{X}$ is a resolving subcategory of $\operatorname{mod}(R)$ with finite radius. Then $\mathcal{X} \subseteq \operatorname{CM}(R)$.

Proof. First note that every Gorenstein ring with minimal multiplicity is a hypersurface and so the assertion is clear in this case by [7, Theorem 1]. The non-Gorenstein case follows from Proposition 3.10 and [14, Example 4.7]. \hfill \square

Let $R$ be a Cohen–Macaulay local ring of dimension $d$. Assume that $I$ is an $m$-primary ideal of $R$ and that $\operatorname{gr}_I(R) = \bigoplus_{n \geq 0} I^n/I^{n+1}$ is the associated graded ring of $I$. Let $a(\operatorname{gr}_I(R))$ denote the $a$-invariant of $\operatorname{gr}_I(R)$ [11, Definition 3.1.4]. Following [10], we say that $I$ is an Ulrich ideal of $R$ if $\operatorname{gr}_I(R)$ is a Cohen–Macaulay ring with $a(\operatorname{gr}_I(R)) \leq 1 - d$ and $1/I^2$ is a free $R/I$-module. For each $R$-module $M \in \operatorname{CM}(R)$, we have $\mu(M) \leq e(M)$, where $\mu(M)$ denotes the number of minimal generators of $M$ and $e(M)$ is the multiplicity of $M$ with respect to the maximal ideal. A maximal Cohen–Macaulay $R$-module $M$ is called Ulrich module if $\mu(M) = e(M)$ (i.e. $M$ has the maximum number of generators with respect to the above inequality).

Proposition 3.12. Let $(R, m, k)$ be a Cohen–Macaulay local ring and let $\mathcal{X}$ be a resolving subcategory of $\operatorname{mod}(R)$.

1. If radius$(\mathcal{X}) < \infty$ and $\mathcal{X}$ contains at least one Ulrich module, then $\mathcal{X} \subseteq \operatorname{CM}(R)$.
2. If $R/I \in \mathcal{X}$ for some Ulrich ideal $I$, then radius$(\mathcal{X}) = \infty$.

Proof. (1) Assume that $M \in \mathcal{X}$ is an Ulrich module. Then there exists a parameter ideal $x$ of $M$ such that $mM = xM$. Therefore $M/xM \cong \bigoplus_{n} k$ for some $n > 0$. As $M$ is Cohen–Macaulay, $x$ is an $M$-regular
sequence. Set \( t = \text{depth}_R(M) \) and \( M_i = M/(x_1, \cdots, x_t)M \) for \( 0 \leq i \leq t \). The exact sequence \( 0 \to M_i \xrightarrow{k_{i+1}} M_i \to M_{i+1} \to 0 \), induces the following exact sequence \( 0 \to \Omega^i M_i \to \Omega^i M_i \oplus F_i \to \Omega^i M_{i+1} \to 0 \), where \( F_i \) is a free \( R \)-module. Hence, by Proposition \[2.4](i), we get the following exact sequence
\[
0 \to \Omega^{i+1} M_{i+1} \to \Omega^{i+1} M_i \oplus F_i' \to \Omega^i M_i \oplus F_i \to 0,
\]
where \( F_i' \) is a free \( R \)-module. Now by induction on \( t \), one can show that \( \Omega^i(M/xM) \in \mathcal{X} \). Therefore \( \Omega^i k \in \mathcal{X} \). Now the assertion follows from Lemma \ref{3.3}.

(2) Assume contrarily that \( \text{radius}(\mathcal{X}) < \infty \). If \( \dim R = 1 \), then \( I^2 = aI \) for some regular element \( a \) by \[11\] Remark 3.1.6. Therefore, \( I \cong I^n \) for all \( n > 0 \). Also
\[
I^i/I^{i+1} \cong a_{i-1}I/a^{-1}I^2 \cong I/I^2 \cong \oplus R/I \in \mathcal{X}.
\]
It follows from the exact sequence \( 0 \to I^i/I^{i+1} \to R/I^{i+1} \to R/I^i \to 0 \) that \( R/I^i \in \mathcal{X} \) for all \( i > 0 \). Hence, by Lemma \ref{3.8}, there exists a positive integer \( n \) such that \( m^n \subseteq I^i \) for all \( i > 0 \). In other words, \( m^n = 0 \) which is a contradiction. Assume that \( d \geq 2 \). By \[10\] Lemma 2.3 and \[11\] Remark 3.1.6, there exists a parameter ideal \( Q \subseteq I \) such that \( I/Q \) is a free \( R/I \)-module. Hence \( I/Q \in \mathcal{X} \). It follows from the exact sequence \( 0 \to Q \to I \to I/Q \to 0 \) that \( Q \in \mathcal{X} \). Note that \( \text{pd}_R(Q) = \text{pd}_R(R/Q) - 1 = d - 1 > 0 \) which is a contradiction by Lemma \ref{2.10}.

**Proposition 3.13.** Let \( R \) be a local ring and \( \mathcal{X} \) a resolving subcategory of \( \text{mod}(R) \). Assume that \( \mathcal{X} \) contains an eventually periodic module of finite and positive \( G \)-dimension. Then \( \text{radius}(\mathcal{X}) = \infty \).

**Proof.** Let \( M \in \mathcal{X} \) be an \( R \)-module as in the proposition, and set \( m = \text{G-dim} M \). Then \( \Omega^m M \cong \Omega^{m+t} M \) for some \( n \geq m \) and \( t > 0 \). Without loss of generality, we may assume that \( t > 1 \). Hence we have the following isomorphisms:

\[
\Omega^{-2} \Omega^m M \cong \Omega^{-2} (\Omega^{n-m}(\Omega^n M)) \cong \Omega^{-2} \Omega^{m-n}(\Omega^{n+t} M) \cong \Omega^{-2} \Omega^{m-n}(\Omega^2 M) \cong \Omega^{-2} \Omega^m(\Omega^2 M) \cong \Omega^{-2} (\Omega^2 M) \in \mathcal{X}.
\]
Now the assertion follows from \[3.13(1)\] and \[7\] Theorem 4.10. \( \square \)

The following is a direct consequence of Proposition \[3.13\], [3] Theorem 1.6 and [9], Theorem 1.2.

**Corollary 3.14.** Let \( R \) be a Gorenstein local ring and let \( \mathcal{X} \) be a resolving subcategory of \( \text{mod}(R) \). Assume that \( \mathcal{X} \) contains a module with bounded Betti numbers which is not maximal Cohen–Macaulay. Then \( \mathcal{X} \) has infinite radius if either \( \text{codim} R \leq 4 \) or \( e(R) \leq 11 \).

4. **Closedness under cosyzygies**

In this section, we study resolving subcategories which are closed under cosyzygies. We prove our second main result, Theorem \[1.3\] We start by the following lemma, which is well-known to specialists.

**Lemma 4.1.** One has \( \Omega^{-1} M \cong \text{Tr} \Omega \text{Tr} M \) for all \( R \)-modules \( M \).

**Proof.** Let \( P_1 \to P_1 \xrightarrow{\pi} M \) be a projective presentation of an \( R \)-module \( M \). Dualizing this by \( R \) gives an exact sequence \( 0 \to M^* \xrightarrow{\pi^*} P_0^* \to \Omega \text{Tr} M \to 0 \). Taking a surjection \( \varepsilon : Q \to M^* \) with \( Q \) projective, we get a projective presentation \( Q \xrightarrow{\pi_0^*} P_0^* \to \Omega \text{Tr} M \to 0 \), which induces an exact sequence \( P_0^* \xrightarrow{\varepsilon \pi_0^*} Q^* \to \text{Tr} \Omega \text{Tr} M \to 0 \). For each module \( X \), denote by \( \lambda_X : X \to X^{**} \) the natural homomorphism. As
\(\lambda_{P_0} : P_0 \rightarrow P_0^*\) is an isomorphism, we have an exact sequence \(P_0 \xrightarrow{\epsilon^* \pi^* \lambda_{P_0}} Q^* \rightarrow \text{Tr}\Omega\text{Tr}M \rightarrow 0\). Thus we get a commutative diagram

\[
\begin{array}{ccccccccc}
M & \xrightarrow{\epsilon^* \lambda_{M}} & Q^* & \rightarrow & \Omega^{-1}M & \rightarrow & 0 \\
\pi & & & & & & \\
P_0 & \xrightarrow{\epsilon^* \pi^* \lambda_{P_0}} & Q^* & \rightarrow & \text{Tr}\Omega\text{Tr}M & \rightarrow & 0 \\
\end{array}
\]

with exact rows. This induces an isomorphism \(\text{Tr}\Omega\text{Tr}M \xrightarrow{\sim} \Omega^{-1}M\).

\[\square\]

**Remark 4.2.** Let \(M\) be an \(R\)-module and let \(n\) be a positive integer. By replacing \(M\) by \(\text{Tr}M\) in Proposition 2.4 (ii) and using Lemma 4.1 and Proposition 2.4 (iii) we obtain the following exact sequence:

\[
0 \rightarrow \text{Ext}^n_R(\text{Tr}M, R) \rightarrow \Omega^{-(n-1)}M \rightarrow \Omega\text{Tr}^{-n}M \rightarrow 0.
\]

**Lemma 4.3.** Let \(\mathcal{X}\) be a resolving subcategory of \(\text{mod}(R)\). The following are equivalent:

(i) \(\Omega^{-1}\mathcal{X} \subseteq \mathcal{X} \subseteq \Omega(\text{mod}(R))\).

(ii) \(\Omega \mathcal{X} = \mathcal{X}\).

**Proof.** (i)\(\Rightarrow\)(ii). As \(\mathcal{X}\) is resolving, \(\Omega \mathcal{X} \subseteq \mathcal{X}\). On the other hand, every module \(M \in \mathcal{X}\) is a syzygy module and so \(\text{Ext}^1_R(\text{Tr}M, R) = 0\). Hence, by (4.2.1), \(M \cong \Omega^{-1}M\). As \(\mathcal{X}\) is closed under cosyzygies, we have \(M \in \Omega \mathcal{X}\).

(ii)\(\Rightarrow\)(i). For all \(R\)-module \(M \in \mathcal{X}\), there exists an \(R\)-module \(N \in \mathcal{X}\) such that \(M \cong \Omega N\). By [2, Proposition 2.21], there exists an exact sequence \(0 \rightarrow Q \rightarrow \Omega^{-1}\Omega N \rightarrow N \rightarrow 0\), where \(Q\) is projective. As \(\mathcal{X}\) is resolving, it follows from the above exact sequence that \(\Omega^{-1}M \cong \Omega^{-1}\Omega N \in \mathcal{X}\). Hence \(\Omega^{-1}\mathcal{X} \subseteq \mathcal{X}\).

\[\square\]

**Lemma 4.4.** Let \(\mathcal{X}\) be a subcategory (not necessarily resolving) of \(\text{mod}(R)\) such that the following conditions hold:

(i) \(\mathcal{X} \subseteq \Omega(\text{mod}(R))\)

(ii) \(\mathcal{X}\) is closed under \(\Omega^{-1}\) and kernel of epimorphisms.

(iii) \(\mathcal{X} \cap \text{PD}(R) = \text{add}(R)\).

Then \(\mathcal{X} \subseteq \mathcal{I}(R)\).

**Proof.** By (i), (ii), for all \(R\)-module \(M \in \mathcal{X}\), we obtain the following long exact sequence

\[
\begin{array}{cccccc}
0 & \rightarrow & M & \xrightarrow{d_0} & Q_0 & \xrightarrow{d_1} & Q_1 & \rightarrow & \cdots \\
\end{array}
\]

where \(\text{Coker}(d_i) = \Omega^{-i}M\) for all \(i \geq 0\) and \(Q_i\) is projective for all \(i\). As \(\text{Ext}^1_R(\Omega^{-i}M, R) = 0\) for all \(i > 0\), the exact sequence (4.4.1) induces the following exact sequence:

\[
\begin{array}{cccccc}
\cdots & \rightarrow & (Q_1)^* & \rightarrow & (Q_0)^* & \rightarrow & M^* & \rightarrow & 0 \\
\end{array}
\]

Dualizing the exact sequence (4.4.2), we get the following commutative diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & M^* & \rightarrow & Q_0 & \rightarrow & Q_1 & \rightarrow & \cdots \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & \rightarrow & M^{**} & \rightarrow & (Q_0)^{**} & \rightarrow & (Q_1)^{**} & \rightarrow & \cdots \\
\end{array}
\]

It follows from the above diagram that \(M \cong M^{**}\) and \(\text{Ext}^i_R(M^*, R) = 0\) for all \(i > 0\). In other words, \(M\) is \(n\)-torsion free for all \(M \in \mathcal{X}\) and \(n > 0\). Now it is enough to show that \(\text{Ext}^i_R(M, R) = 0\) for all \(i > 0\). First we prove the following claim.
Therefore we get the following isomorphisms:

\[
\begin{array}{c}
\sigma : 0 \rightarrow Z \rightarrow \Omega^{-2} \Omega^2 Y \rightarrow Y \rightarrow 0,
\end{array}
\]

where \( pd_R(Z) \) is finite. It follows from the exact sequence (4.4.3) and (ii) that \( Z \in \mathcal{X} \). Hence, by (iii), \( Z \) is projective. As \( \text{Ext}^1(Y, R) = 0 \), we have \( \text{Ext}^1_R(Y, Z) = 0 \). In other words, \( \sigma \) is a split exact sequence and so \( Y \sim \Omega^{-2} \Omega^2 Y \). Note that \( \Omega^{-1} \Omega^2 Y \in \mathcal{X} \) and so it is a first syzygy module by (i). Hence we have the following exact sequence: \( 0 \rightarrow \Omega^{-1} \Omega^2 Y \rightarrow P \rightarrow \Omega^{-2} \Omega^2 Y \rightarrow 0 \), where \( P \) is a projective \( R \)-module. Therefore we get the following isomorphisms:

\[
\begin{array}{c}
\text{Ext}^{n+1}_R(N, R) \cong \text{Ext}^2_R(Y, Y) \cong \text{Ext}^2_R(\Omega^{-2} \Omega^2 Y, R) \cong \text{Ext}^1_R(\Omega^{-1} \Omega^2 Y, R) = 0,
\end{array}
\]

which proves our claim. Now let \( M \in \mathcal{X} \). By (i), \( M \) is a first syzygy module and we have the following exact sequence \( 0 \rightarrow M \rightarrow Q \rightarrow \Omega^{-1} M \rightarrow 0 \), where \( Q \) is a projective \( R \)-module. By (ii), \( \Omega^{-1} M \in \mathcal{X} \). As \( \text{Ext}^1_R(\Omega^{-1} M, R) = 0 \), we have \( \text{Ext}^i_R(M, R) \cong \text{Ext}^{i+1}_R(\Omega^{-1} M, R) = 0 \) for all \( i > 0 \) by the claim. Hence \( \mathcal{X} \subseteq \mathcal{G}(R) \).

**Theorem 4.5.** Let \( \mathcal{X} \) be a resolving subcategory of \( \text{mod}(R) \) with \( \mathcal{X} = \Omega \mathcal{X} \). Then \( \mathcal{X} \subseteq \mathcal{G}(R) \).

**Proof.** By our assumption, for every \( R \)-module \( M \in \mathcal{X} \) and every positive integer number \( n \) there exists an \( R \)-module \( N \in \mathcal{X} \) such that \( M \cong \Omega^n N \). Therefore \( \mathcal{X} \cap \text{PD}(R) = \text{add}(R) \) and so the assertion is clear by Lemmas 4.3 and 4.4.

Let \( R \) be a Golod local ring which is not a hypersurface (e.g. a Cohen-Macaulay non-Gorenstein local ring with minimal multiplicity). In [4] Example 3.5, it is shown that \( \text{add}(R) = \mathcal{G}(R) \). The following can be viewed as a generalization of this result.

**Corollary 4.6.** Let \( R \) be a Golod local ring and let \( \mathcal{X} \) be a non-trivial resolving subcategory of \( \text{mod}(R) \) (i.e. \( \text{add}(R) \not\subseteq \mathcal{X} \not\subseteq \text{mod}(R) \)). Then \( \mathcal{X} = \Omega \mathcal{X} \) if and only if \( R \) is a hypersurface and \( \mathcal{X} \subseteq \mathcal{G}(R) \).

**Proof.** If \( \mathcal{X} = \Omega \mathcal{X} \), then by Theorem 4.5 \( \text{add}(R) \subseteq \mathcal{X} \subseteq \mathcal{G}(R) \). Hence, by [4] Example 3.5, \( R \) is a hypersurface. On the other hand, if \( R \) is a hypersurface and \( \mathcal{X} \subseteq \mathcal{G}(R) \) then \( \Omega^{-1} M \cong \Omega^2 \Omega^{-1} M \cong \Omega M \) for all \( M \in \mathcal{X} \) by [8] Theorem 6.1. Now the assertion follows from Lemma 4.3.

Here is an example of a subcategory which is closed under cosyzygies.

**Example 4.7.** Let \( S \) be any subset of \( \text{Spec} R \). Consider the subcategory

\[ \text{NF}^{-1}(S) = \{ M \in \text{mod} R \mid \text{NF}(M) \subseteq S \} \]

of \( \text{mod} R \). Then it is easy to see that \( \text{NF}^{-1}(S) \) is a resolving subcategory closed under \( \text{Tr} \). Hence it is also closed under \( \Omega^{-1} \). In particular, \( \text{mod}_0 R = \text{NF}^{-1}(\{m\}) \) is a resolving subcategory of \( \text{mod} R \) closed under \( \Omega^{-1} \).

**Proposition 4.8.** Let \( R \) be a local ring and let \( \mathcal{X} \) be a resolving subcategory of \( \text{mod}(R) \) such that \( \Omega^{-1} \mathcal{X} \subseteq \mathcal{X} \cap \Omega(\text{mod}(R)) \). Then exactly one of the following holds.

(i) \( \mathcal{X} \subseteq \mathcal{G}(R) \).

(ii) \( R \) is a Gorenstein ring of dimension 1.
Proof. Assume that \( R \) is not a Gorenstein ring of dimension 1. We want to show that \( \mathcal{X} \subseteq \mathcal{Y}(R) \). By Theorem 4.5, it is enough to show that \( \mathcal{X} \subseteq \Omega \mathcal{X} \). Let \( M \in \mathcal{X} \) and consider the following exact sequences \( 0 \to \Omega M \to F \to M \to 0 \) and \( 0 \to \Omega M \to F_1 \to \Omega^{-1}\Omega M \to 0 \). We make the following pushout diagram

\[
\begin{array}{ccccccccc}
0 & \\ & \downarrow & \\ 0 & \rightarrow & \Omega M & \rightarrow & F & \rightarrow & M & \rightarrow & 0 \\
& \downarrow & & \downarrow & & \downarrow & & \parallel & \\
& & \downarrow & & \downarrow & & \downarrow & & \downarrow & \\
0 & \rightarrow & F_1 & \rightarrow & T & \rightarrow & M & \rightarrow & 0 \\
& & \downarrow & & \downarrow & & \downarrow & & \downarrow & \\
& & \Omega^{-1}\Omega M = \Omega^{-1}\Omega M & & & & & & \\
& & \downarrow & & \downarrow & & \downarrow & & \downarrow & \\
0 & & & & & & & & \\
\end{array}
\]

Note that \( \text{Ext}_R^1(\Omega^{-1}\Omega M, R) = 0 \). Hence the second column in the above diagram splits, and we get an exact sequence

\[
0 \to F_1 \to F \oplus \Omega^{-1}\Omega^1M \to M \to 0.
\]

As \( \Omega^{-1}\Omega^M \in \mathcal{X} \), it is a first syzygy module by our assumption and so we have the following exact sequence \( 0 \to \Omega^{-1}\Omega^M \to F' \to \Omega^{-2}\Omega^M \to 0 \), which induces the following exact sequence: \( 0 \to F \oplus \Omega^{-1}\Omega^M \to F \oplus F' \to \Omega^{-2}\Omega^M \to 0 \). Thus the following pushout diagram is obtained:

\[
\begin{array}{ccccccccc}
0 & \\ & \downarrow & \\ 0 & \rightarrow & F_1 & \rightarrow & F \oplus \Omega^{-1}\Omega^M & \rightarrow & M & \rightarrow & 0 \\
& \parallel & & \downarrow & & \downarrow & & \downarrow & & \downarrow & \\
& & 0 & \rightarrow & F_1 & \rightarrow & F \oplus F' & \rightarrow & X & \rightarrow & 0 \\
& & \Omega^{-2}\Omega^M = \Omega^{-2}\Omega M & & & & & & \\
& & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow & & \\
0 & & & & & & & & & & & & \\
\end{array}
\]

It follows from the above diagram that \( X \in \mathcal{X} \) and \( \text{pd}_R(X) \leq 1 \). Hence it is enough to show that \( X \) is free. To do this, we prove that \( \mathcal{X} \cap \text{PD}(R) \subseteq \text{add}(R) \). If \( \text{depth}R = 0 \), then the assertion follows from Auslander-Buchsbaum formula, so we may assume that \( \text{depth}R > 0 \). Assume contrarily that \( \mathcal{X} \cap \text{PD}(R) \not\subseteq \text{add}(R) \). Hence there exists an \( R \)-module \( N \in \mathcal{X} \) with \( \text{pd}_R(N) = 1 \). By [7, Lemma 4.6], we may assume that \( N \) is locally free. Therefore \( \text{Ext}_R^1(N, R) \) is a nonzero \( R \)-module of finite length. Let \( \sigma \in \text{soc}(\text{Ext}_R^1(N, R)) \) be a non-zero element. Hence we have the following non-split exact sequence:

\[
(4.8.1) \quad \sigma: 0 \to R \to L \to N \to 0,
\]
Applying the functor $\text{Hom}_R(-, R)$ to $\sigma$, we get the following exact sequence: $R \xrightarrow{f} \text{Ext}_R^1(N, R) \rightarrow \text{Ext}_R^1(L, R) \rightarrow 0$, where $f(1_R) = \sigma$. Hence we obtain the following exact sequence: $0 \rightarrow k \rightarrow \text{Ext}_R^1(N, R) \rightarrow \text{Ext}_R^1(L, R) \rightarrow 0$ and so $\ell(\text{Ext}_R^1(L, R)) < \ell(\text{Ext}_R^1(N, R))$. Replacing $N$ by $L$ and repeating this process if $\ell(\text{Ext}_R^1(L, R)) > 0$, we can assume that $\text{Ext}_R^1(L, R) = 0$. Therefore $\text{Ext}_R^1(N, R) \cong k$. As $\text{pd}_R(N) = 1$, $\text{Tr}N \cong k$. Hence $\text{Tr}k \cong N \in \mathcal{X}$. By our assumption and Lemma 4.1, $\text{Tr}k \cong \text{Tr}k \cong \Omega^{-1} \text{Tr}k \in \mathcal{X} \cap \Omega(\text{mod}(R))$ for all $i > 0$. By Proposition 2.4(ii), there exists the following exact sequence:

$$0 \rightarrow \text{Ext}_R^1(k, R) \rightarrow \text{Tr}k \rightarrow \Omega \text{Tr}k \rightarrow 0$$

for each $i > 0$. It follows from the above exact sequence that $\text{Ext}_R^1(k, R) \in \Omega(\text{mod}(R))$ for all $i > 1$. As $\text{depth}R > 0$, we conclude that $\text{Ext}_R^1(k, R) = 0$ for all $i > 1$ which is a contradiction because $R$ is not a Gorenstein ring of dimension one.

In the following example, it is shown that over a one dimensional Gorenstein local ring $R$ there exists a resolving subcategory of mod$(R)$ which satisfies the assumption of Proposition 4.8 but is not contained in $\mathcal{G}(R)$.

**Example 4.9.** Let $(R, m, k)$ be a Gorenstein local ring of dimension 1. Set $\mathcal{X} = \text{mod}_0(R)$. Then the following hold.

(i) $\mathcal{X}$ is resolving.

(ii) $\Omega^{-1} \mathcal{X}$ is contained in $\mathcal{X} \cap \Omega(\text{mod}(R))$.

(iii) $\mathcal{X}$ is not contained in $\mathcal{G}(R)$.

**Proof.** Part (i) is stated in Example 4.7. For all $R$-modules $M$, $\text{Tr}M \in \mathcal{G}(R)$, because $R$ is Gorenstein of dimension 1. Hence, by Lemma 4.1 and Proposition 2.6(i), $\Omega^{-1}M = \text{Tr}M \in \mathcal{G}(R)$ and so (ii) is clear. Also $k$ is an element of $\mathcal{X}$ which is not contained in $\mathcal{G}(R)$.

Now we can prove the main result of this section.

**Theorem 4.10.** Let $(R, m, k)$ be a local ring and let $\mathcal{X}$ be a resolving subcategory of mod$(R)$. If $\Omega^{-n} \mathcal{X} \subseteq \mathcal{X}$ for some $1 \leq n \leq \text{depth}R + 1$, then either $\mathcal{X} \subseteq \mathcal{G}(R)$ or $\Omega^{-1}k \in \mathcal{X}$ holds. In particular, if $\Omega^{-1} \mathcal{X} \subseteq \mathcal{X}$, then either $\mathcal{X} \subseteq \mathcal{G}(R)$ or $k \in \mathcal{X}$ holds.

**Proof.** We begin with the case $\text{depth}R = 0$; then $n = 1$. First we consider the case $\text{Ext}_R^1(\mathcal{X}, R) = 0$. Then $\text{Ext}_R^0(\mathcal{X}, R) = 0$. Let $M \in \mathcal{X}$ and $i \geq 0$. By Remark 4.2, there is an exact sequence

$$0 \rightarrow E_i \rightarrow \Omega^{-i}M \rightarrow \Omega^{-i+1}M \rightarrow 0,$$

where $E_i := \text{Ext}_R^{i+1}(\text{Tr}M, R)$. As $\mathcal{X}$ is closed under cosyzygies, it follows from the exact sequence (4.10.1) that $E_i \in \mathcal{X}$. Hence $\text{Ext}_R^0(E_i, R) = 0$. By [2, Theorem 2.8] and Lemma 4.1, there is an exact sequence

$$0 \rightarrow \text{Tor}^R_{i+1}(\text{Tr}M, R) \rightarrow E_i^* \rightarrow \text{Ext}_R^1(\Omega^{-i+1}M, R).$$

As $\Omega^{-i+1}M \in \mathcal{X}$, we have $\text{Ext}_R^1(\Omega^{-i+1}M, R) = 0$. Hence, it follows from the exact sequence (4.10.2) that $E_i^* = 0$. Hence $E_i$ has infinite grade, and $E_i = 0$ for all $i \geq 0$. Thus $\text{Ext}_R^0(\text{Tr} \mathcal{X}, R) = 0$, and $\mathcal{X}$ is contained in $\mathcal{G}(R)$.

Next, let us consider the case $\text{Ext}_R^1(\mathcal{X}, R) \neq 0$. We claim that $\text{Ext}_R^2(\mathcal{X}, R) \neq 0$. Indeed, suppose $\text{Ext}_R^2(\mathcal{X}, R) = 0$. Since $\text{Ext}_R^1(\mathcal{X}, R) \neq 0$, we find a module $M \in \mathcal{X}$ such that $\text{Ext}_R^1(M, R) = 0$. By
Lemma 3.4 we may assume $M$ is locally free on the punctured spectrum. Setting $M_0 = M$ and $M_{i+1} = \text{Ext}^1_R(\text{Tr}M_i, R)$ for $i \geq 0$. By Remark 4.2, we have an exact sequence

\[(4.10.3) \quad 0 \to M_{i+1} \to M_i \to \Omega \Omega^{-1}M_i \to 0.\]

Inductively, the second and third modules are in $\mathcal{X}$, and so is the first. We get a descending chain $\cdots \subseteq M_3 \subseteq M_2 \subseteq M_1$ of modules in $\mathcal{X}$. Since all of these are of finite length, for some $n > 0$ we have $M_n = M_{n+1}$. This means that $\Omega \Omega^{-1}M_n = 0$, and $M_n = R^{\sigma e}$ for some $e \geq 0$ since $\text{depth}(R) = 0$. The exact sequence $(4.10.3)$ induces the following exact sequence:

$$\text{Ext}^2_R(\Omega^{-1}M_i, R) \to \text{Ext}^1_R(M_i, R) \to \text{Ext}^1_R(M_{i+1}, R),$$

and the first Ext module vanishes since $\text{Ext}^2_R(\mathcal{X}, R) = 0$. Since $\text{Ext}^1_R(M_0, R) \neq 0$, we inductively see that $\text{Ext}^1_R(M_n, R) \neq 0$ which is a contradiction, because $M_n$ is a free $R$-module.

Thus we find a module $M \in \mathcal{X}$ with $\text{Ext}^2_R(M, R) \neq 0$. Again, by Lemma 3.4 we may assume $M$ is locally free on the punctured spectrum. Hence $\text{Ext}^2_R(M, R)$ has finite length, and it contains a nonzero socle element, which is regarded as an exact sequence $\sigma : 0 \to R \to Y \to \Omega M \to 0$. Since $M \in \mathcal{X}$, $Y$ is also in $\mathcal{X}$. Dualizing this, we get an exact sequence $0 \to (\Omega M)^* \to Y^* \to R \xrightarrow{f} \text{Ext}^1_R(\Omega M, R)$, where $f(1_R) = \sigma$. By [2, Lemma 3.9], we have the following exact sequence

$$0 \to (\Omega M)^* \to Y^* \to R \to \text{Tr} \Omega M \to \text{Tr} Y \to 0.$$ 

Now it is easy to see that $\text{im} g \cong \text{im} f \cong k$. Hence we obtain the following short exact sequence:

\[(4.10.4) \quad 0 \to k \to \text{Tr} \Omega M \to \text{Tr} Y \to 0.\]

By rotating the exact sequence (4.10.4) (see Proposition 2.4(i)), we get the following exact sequence

$$0 \to \text{Tr} \Omega \Omega M \to \text{Tr} \Omega Y \to k \to 0.$$ 

Dualizing the above exact sequence, we have an exact sequence

$$0 \to k^{\text{Tr}r} \to (\Omega \text{Tr} Y)^* \xrightarrow{a} (\Omega \text{Tr} \Omega X)^* \to \text{Ext}^1_R(k, R) \xrightarrow{b} \text{Ext}^2_R(\text{Tr} Y, R),$$

where $r = r(R)$, the type of $R$. The exact sequence (4.10.4) induces an exact sequence

$$0 = \text{Ext}^1_R(\text{Tr} \Omega M, R) \to \text{Ext}^1_R(k, R) \xrightarrow{b} \text{Ext}^2_R(\text{Tr} Y, R),$$

whence the map $b$ is injective. Therefore the map $a$ is surjective, and we obtain an exact sequence

$$0 \to k^{\text{Tr}r} \to (\Omega \text{Tr} Y)^* \xrightarrow{a} (\Omega \text{Tr} \Omega M)^* \to 0.$$ 

Since the second and third modules are in $\mathcal{X}$ (see Proposition 2.4(iii) and Lemma 4.1), so is the first, and so is $k$. Consequently, the proof of the theorem is completed in the case where $\text{depth}(R) = 0$.

Now we assume that $\text{depth}(R) > 0$. First we claim the following:

**Claim I.** If $\Omega^{\text{depth}(R)} - 1 k \notin \mathcal{X}$, then $\text{Ext}^{\text{depth}(R)+1}_R(\mathcal{X}, R) = 0$.

Proof of Claim. Assume contrarily that $\text{Ext}^{\text{depth}(R)+1}_R(\mathcal{X}, R) \neq 0$. Then, by Lemma 3.4, there exists an $R$-module $M \in \mathcal{X} \cap \text{mod}_0(R)$ such that $\text{Ext}^{\text{depth}(R)+1}_R(M, R) \neq 0$. Hence $\text{Ext}^{\text{depth}(R)+1}_R(M, R)$ has finite length, and it contains a nonzero socle element, which is regarded as an exact sequence $\sigma : 0 \to R \to N \to \Omega^{\text{depth}(R)}M \to 0$. Since $M \in \mathcal{X}$, $N$ is also in $\mathcal{X}$. Dualizing $\sigma$, we get an exact sequence $0 \to (\Omega^{\text{depth}(R)}M)^* \to N^* \to R \xrightarrow{f} \text{Ext}^1_R(\Omega^{\text{depth}(R)}M, R)$, where $f(1_R) = \sigma$. By [2, Lemma 3.9], we have the following exact sequence

$$0 \to (\Omega^{\text{depth}(R)}M)^* \to N^* \to R \to \text{Tr} \Omega^{\text{depth}(R)}M \to \text{Tr} N \to 0.$$
Now it is easy to see that im \( g \) \( \equiv \) im \( f \) \( \equiv k \). Hence we obtain the following short exact sequence:

\[
(4.10.5) \quad 0 \to k \to Tr\Omega^nM \to TrN \to 0.
\]

By Proposition 2.4(i), the exact sequence (4.10.5), induces the following exact sequence:

\[
(4.10.6) \quad 0 \to \Omega^nTr\Omega^nM \to \Omega^nTrN \to \Omega^{n-1}k \to 0.
\]

By [2] Lemma 3.9 and Lemma 4.1, the exact sequence (4.10.6) induces the following exact sequence:

\[
(4.10.7) \quad \text{Ext}^n(4.10.9) \quad \Omega^nTrN \to (\Omega^nTr\Omega^nM)^* \to \text{Tr} \Omega^{n-1}k \to \Omega^{-n}N \to \Omega^{-n}\Omega^nM \to 0.
\]

Dualizing the exact sequence (4.10.6), we have an exact sequence

\[
(4.10.8) \quad \text{Ext}^n(4.10.9) \quad \Omega^nTrN \to (\Omega^nTr\Omega^nX)^* \to \text{Ext}^n_k(k, R) \overset{c}{\to} \text{Ext}^{n+1}_R(TrN, R).
\]

The exact sequence (4.10.5) induces an exact sequence

\[
(4.10.9) \quad \text{Ext}^n_k(Tr\Omega^nM, R) \to \text{Ext}^n_k(k, R) \overset{c}{\to} \text{Ext}^{n+1}_R(TrN, R).
\]

As \( M \) is locally free on the punctured spectrum and depth \( R \geq n - 1 \), \( \Omega^nM \) is \( n \)-torsion free by Lemma 2.7. Hence, \( \text{Ext}^n_k(Tr\Omega^nM, R) = 0 \) and so the map \( c \) is injective by the exact sequence (4.10.9). Therefore the map \( a \) is surjective by the exact sequence (4.10.8), and so the map \( b \) is injective by the exact sequence (4.10.7). Hence, we get the following exact sequence

\[
(4.10.10) \quad 0 \to \text{Tr} \Omega^{n-1}k \to \Omega^{-n}N \to \Omega^{-n}\Omega^nM \to 0.
\]

It follows from the exact sequence (4.10.10) that \( \text{Tr} \Omega^{n-1}k \in \mathcal{X} \). Set \( t = \text{depth} R \geq n - 1 \) and consider the following exact sequence (see Proposition 2.4(ii))

\[
(4.10.11) \quad 0 \to \text{Ext}^n_k(k, R) \to \text{Tr} \Omega^{-1}k \to \Omega \text{Tr} \Omega^ik \to 0.
\]

If \( t = n - 1 \), then \( \text{Ext}^n_k(k, R) = 0 \) for all \( i < n - 1 \) and it is easy to see that \( \text{pd}_R(\text{Tr} \Omega^{n-2}k) \leq n - 1 \). Hence, by Proposition 2.4(i), the exact sequence (4.10.11) induces the following exact sequence

\[
(4.10.12) \quad 0 \to \Omega^{-1}\text{Ext}^{n-1}_R(k, R) \to F \to \Omega^n\text{Tr} \Omega^{-1}k \to 0,
\]

where \( F \) is free. As \( \text{Tr} \Omega^{-1}k \in \mathcal{X} \), it follows from the exact sequence (4.10.12) that \( \Omega^{-1}k \in \mathcal{X} \) which is a contradiction. Now let \( i \geq n \). As \( \text{Ext}^n_k(k, R) = 0 \) for \( i < n \), it follows from Proposition 2.4(ii) that \( \text{Tr} \Omega^{-1}k \approx \Omega \text{Tr} \Omega^ik \) for \( 0 < i < n \). In particular,

\[
(4.10.13) \quad \text{Tr} \Omega^ik \approx \Omega^{n-i-1} \text{Tr} \Omega^{n-1}k \in \mathcal{X} \quad \text{for } 0 \leq i \leq n - 1.
\]

As \( \mathcal{X} \) is closed under \( \Omega^{-n} \), by using Lemma 4.1 and (4.10.13), it is easy to see that \( \text{Tr} \Omega^ik \in \mathcal{X} \) for all \( i \geq 0 \). It follows from the exact sequence (4.10.11) that \( k \in \mathcal{X} \) which is a contradiction. Thus, the proof of the claim is completed.

Next we claim the following.

**Claim II.** If \( \Omega^{n-1}k \notin \mathcal{X} \), then \( G\text{-dim}_R(M) \leq n \) for all \( M \in \mathcal{X} \cap \text{mod}_0(R) \).

Proof of Claim. Let \( M \in \mathcal{X} \cap \text{mod}_0(R) \) and set \( N = \Omega^nM \). We want to prove that \( G\text{-dim}_R(N) = 0 \). By claim I and [2] Proposition 3.8, it is enough to show that \( \text{Ext}^i_R(TrN, R) = 0 \) for all \( i > 0 \). As depth \( R \geq n - 1 \), \( \text{Ext}^i_R(TrN, R) = 0 \) for \( 1 \leq i \leq n \) by Lemma 2.7. Therefore we obtain the following exact sequences:

\[
\begin{array}{ccccccc}
0 & \longrightarrow & N & \longrightarrow & F_1 & \longrightarrow & \Omega^{-1}N & \longrightarrow & 0 \\
0 & \longrightarrow & \Omega^{-1}N & \longrightarrow & F_2 & \longrightarrow & \Omega^{-2}N & \longrightarrow & 0 \\
& \ldots & & \ldots & & \ldots & & \ldots \\
0 & \longrightarrow & \Omega^{-(n-1)}N & \longrightarrow & F_n & \longrightarrow & \Omega^{-n}N & \longrightarrow & 0 \\
\end{array}
\]
As \( \Omega^{-n}N \in \mathcal{X} \), it follows from the above exact sequences that \( \Omega^{-i}N \in \mathcal{X} \) for \( 1 \leq i \leq n \). Since \( \mathcal{X} \) is closed under \( \Omega^{-n} \), by using Lemma 4.1, it is easy to see that \( \Omega^{-i}N \in \mathcal{X} \) for all \( i > 0 \). Assume contrarily that \( \text{Ext}^r_R(\text{Tr}N, R) \neq 0 \) for some \( i > n \) and set \( t = \inf\{i > 0 \mid \text{Ext}^r_R(\text{Tr}N, R) \neq 0\} > n \). By Remark 4.2, we have the following exact sequence:

\[
(4.10.14) \quad 0 \to \text{Ext}^i_R(\text{Tr}N, R) \to \Omega^{-(i-1)}N \to \Omega \Omega^{-t}N \to 0.
\]

The exact sequence (4.10.14) induces the following exact sequence:

\[
(4.10.15) \quad \cdots \to \text{Ext}^i_R(\Omega^{-(t-1)}N, R) \to \text{Ext}^i_R(\text{Tr}R(\text{Tr}N, R), R) \to \text{Ext}^{i+2}_R(\Omega^{-t}N, R) \to \cdots.
\]

Note that \( N \) is \((t-1)\)-torsion free. Hence, by Remark 4.2, \( \Omega^{-i}N \approx \Omega \Omega^{-(i+1)}N \) for \( 0 \leq i \leq t-2 \). In particular, \( N \approx \Omega^{-1} \Omega^{-2} \Omega^{-3}N \). It follows that \( \text{Ext}^i_R(\Omega^{-(t-1)}N, R) \approx \text{Ext}^i_R(\Omega^{-t}N, R) = 0 \) for \( 1 \leq i \leq t-1 \).

Also, by Claim I, \( \text{Ext}^{i+1}_R(\Omega^{-t}N, R) \approx \text{Ext}^i_R(N, R) = 0 \) for all \( i > 1 \). Hence \( \text{Ext}^i_R(\Omega^{-t}N, R) = 0 \) for all \( i > 0 \). As \( \Omega^{-i}N \in \mathcal{X} \), by Claim I, \( \text{Ext}^i_R(\Omega^{-i}N, R) = 0 \) for all \( i > 0 \). Therefore, by the exact sequence (4.10.15), we get \( \text{Ext}^i_R(\text{Tr}R(\text{Tr}N, R), R) = 0 \) for \( j \geq \max\{1, n-1\} \). On the other hand, \( \text{Ext}^i_R(\text{Tr}N, R) \) has finite length and so \( \text{grade}_R(\text{Ext}^i_R(\text{Tr}N, R)) \geq \text{depth} \geq \max\{1, n-1\} \). Therefore \( \text{Ext}^i_R(\text{Tr}R(\text{Tr}N, R), R) = 0 \) for all \( j \geq 0 \) and so \( \text{Ext}^i_R(\text{Tr}N, R) = 0 \) which is a contradiction. Thus, the proof of the claim is completed.

**Claim III.** If \( \text{Ext}^i_R(\mathcal{X}, R) = 0 \), then \( \mathcal{X} \subseteq \mathcal{Y}(R) \).

Proof of Claim. Assume contrarily that there exists an \( R \)-module \( M \in \mathcal{X} \) which is not totally reflexive. Hence, by [2, Proposition 3.8], \( \text{Ext}^m_R(M, R) \neq 0 \) for some \( m > 0 \). By Remark 4.2, we have the following exact sequence

\[
(4.10.16) \quad 0 \to \text{Ext}^m_R(\text{Tr}M, R) \to \Omega^{-(m-1)}M \to \Omega \Omega^{-m}M \to 0.
\]

There exists a positive integer \( r \) such that \((r-1)n < m \leq rn\). As \( \text{Ext}^r_R(M, R) = 0 \) for all \( i > 0 \), by Proposition 2.4i), \( \text{Tr}\Omega^rM \approx \Omega \text{Tr}\Omega^{i+1}M \) for all \( i \geq 0 \). It follows from Lemma 4.1 that

\[
\Omega^{-m}M \approx \Omega^{-2} \Omega^{-3} \cdots \Omega^{-(m-2)} \Omega^{-(m-1)} \Omega^{-m}R \in \mathcal{X}.
\]

Similarly, one can see that \( \Omega^{-m}M = 0 \in \mathcal{X} \). It follows from the exact sequence (4.10.16) that \( \text{Ext}^m_R(\text{Tr}M, R) \in \mathcal{X} \) and so \( \text{Ext}^m_R(\text{Tr}M, R, R) = 0 \) for all \( i > 0 \). By [2, Theorem 2.8] and Lemma 4.1, we have the following exact sequence

\[
0 = \text{Tor}^m_R(\text{Tr}M, R) \to (\text{Ext}^m_R(\text{Tr}M, R))^* \to \text{Ext}^2_R(\Omega^{-m}M, R).
\]

As \( \Omega^{-m}M \in \mathcal{X} \), we have \( \text{Ext}^2_R(\Omega^{-m}M, R) = 0 \) and so \( (\text{Ext}^m_R(\text{Tr}M, R))^* = 0 \). Therefore \( \text{Ext}^m_R(\text{Tr}M, R) = 0 \) which is a contradiction and the proof of the claim is completed.

Now Assume contrarily that \( \mathcal{X} \notin \mathcal{Y}(R) \) and \( \Omega^{n-1}k \notin \mathcal{X} \). By Claim III and Lemma 3.4, \( \text{Ext}^k_R(M, R) \neq 0 \) for some \( M \in \mathcal{X} \cap \text{mod}_0(R) \). It follows from the Claim II that \( \text{G-dim}_R(M) < \infty \). So we may assume that \( \text{G-dim}_R(M) = 1 \). Now \( \text{Ext}^1_R(M, R) \) is a nonzero \( R \)-module of finite length, and we can choose a socle element \( 0 \neq \sigma \in \text{Ext}^1_R(M, R) \). It can be represented as a short exact sequence:

\[
\sigma : 0 \to R \to M_1 \to M \to 0.
\]

The module \( M_1 \) belongs to \( \mathcal{X} \), is locally free on the punctured spectrum of \( R \) and has Gorenstein dimension at most 1. The above exact sequence induces the following exact sequence

\[
0 \to k \to \text{Ext}^1_R(M, R) \to \text{Ext}^1_R(M_1, R) \to 0.
\]
This implies that \( \ell(\text{Ext}^1_R(M, R)) = \ell(\text{Ext}^1_R(M, R)) - 1 \). Replacing \( M \) by \( M_1 \) and repeating this process if \( \ell(\text{Ext}^1_R(M, R)) > 0 \), we can assume that \( \text{Ext}^1_R(M, R) \cong k \). There are exact sequences \( 0 \to \Omega M \to F \to M \to 0 \) and \( 0 \to \Omega M \to F' \to \Omega^{-1}\Omega M \to 0 \), where the latter is possible as \( \Omega M \) is a totally reflexive module. We make the following pushout diagram. 

\[
\begin{array}{ccccccccc}
0 & & 0 \\
\downarrow & & \downarrow \\
0 & \longrightarrow & \Omega M & \longrightarrow & F & \longrightarrow & M & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & F' & \longrightarrow & T & \longrightarrow & M & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\Omega^{-1}\Omega M & \longrightarrow & \Omega^{-1}\Omega M \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & & 0 
\end{array}
\]

Note that \( \text{Ext}^1_R(\Omega^{-1}\Omega M, R) = 0 \). Hence the second column in the above diagram splits, and we get an exact sequence \( 0 \to F' \to F \oplus \Omega^{-1}\Omega M \to M \to 0 \). The exact sequence \( 0 \to \Omega^{-1}\Omega M \to F'' \to \Omega^{-2}\Omega M \to 0 \) induces the following exact sequence: \( 0 \to F \oplus \Omega^{-1}\Omega M \to F \oplus F' \to \Omega^{-2}\Omega M \to 0 \). Thus the following pushout diagram is obtained:

\[
\begin{array}{ccccccccc}
0 & & 0 \\
\downarrow & & \downarrow \\
0 & \longrightarrow & F' & \longrightarrow & F \oplus \Omega^{-1}\Omega M & \longrightarrow & M & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \longrightarrow & F' & \longrightarrow & F \oplus F'' & \longrightarrow & X & \longrightarrow & 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
\Omega^{-2}\Omega M & \longrightarrow & \Omega^{-2}\Omega M \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & & 0 
\end{array}
\]

As \( \text{G-dim}_R(\Omega M) = 0 \) and \( \mathcal{X} \) is closed under \( \Omega^{-n} \), it is easy to see that \( \Omega^{-2}\Omega M \cong \Omega^{n-2}\Omega^{-n}\Omega M \in \mathcal{X} \). The second column shows that \( X, X \) and \( \text{Ext}^1_R(X, R) \cong \text{Ext}^1_R(M, R) \cong k \). Hence, by the second row, we can assume that \( \text{pd}_R(X) = 1 \). Therefore \( \text{Tr}X = k \) and so \( \text{Tr}k = X \in \mathcal{X} \). In particular, by Lemma 4.1, \( \text{Tr}\Omega^i k \cong \Omega^{-n}\text{Tr}k \in \mathcal{X} \). By Claim II, \( \text{G-dim}_R(\text{Tr}\Omega^i k) \leq n \). On the other hand, \( \text{Ext}^1_R(\text{Tr}\Omega^i k, R) = 0 \) for \( 1 \leq i \leq n \) by Lemma 2.7 and so \( \text{G-dim}_R(\text{Tr}\Omega^i k) = 0 \) by Proposition 2.6(iii). Hence \( n-1 \leq \text{depth}R = \text{G-dim}_R(k) \leq n \) and \( R \) is Gorenstein by Proposition 2.6. Now consider the following exact sequence:

\[
0 \to \text{Ext}^1_R(k, R) \to \text{Tr}\Omega^{n-1}k \to \Omega \text{Tr}\Omega^i k \to 0,
\]

where \( t = \text{depth}R \). The above exact sequence induces the following exact sequence

\[
0 \to \Omega^{n-1} \text{Ext}^1_R(k, R) \to F \oplus \Omega^{-1} \text{Tr}\Omega^{n-1}k \to \Omega \text{Tr}\Omega^i k \to 0,
\]
where \( F \) is a free \( R \)-module (see Proposition 2.4(i)). As \( \text{Ext}^i_r(k, R) = 0 \) for \( i < t \), we have \( \Omega^{-1} \text{Tr} \Omega^{-1} k \cong \text{Tr} k \in \mathcal{X} \) by Proposition 2.4(ii). If \( t = n \), then \( \text{Tr} \Omega k \in \mathcal{X} \). Also if \( t = n - 1 \), then \( \text{Ext}^i_r(k, R) = 0 \) and so \( \text{Tr} \Omega k \approx \Omega \text{Tr} \Omega k \in \mathcal{X} \), by Proposition 2.4(ii). Hence in both cases, by the above exact sequence we get that \( \Omega^{-1} k \in \mathcal{X} \) which is a contradiction. 

A subcategory \( \mathcal{X} \) of \( \mathcal{G}(R) \) is called thick if \( \mathcal{X} \) is closed under direct summands and that for each exact sequence \( 0 \to L \to M \to N \to 0 \) of totally reflexive \( R \)-modules, if two of \( L, M, N \) are in \( \mathcal{X} \), then so is the third. Note that a thick subcategory of \( \mathcal{G}(R) \) containing \( R \) is a resolving subcategory of \( \mathcal{G}(R) \). The following example should be compared with Theorem 4.10.

**Example 4.11.** (i) By Example 4.7, \( \mathcal{X} = \text{mod}_0 R \) is a resolving subcategory of \( \text{mod} R \) with \( \Omega^{-1} \mathcal{X} \subseteq \mathcal{X} \). It is clear that \( k \in \mathcal{X} \), while \( \mathcal{X} \not\subseteq \mathcal{G}(R) \) unless \( R \) is Artinian Gorenstein.

(ii) Let \( A \) be a local ring with residue field \( k \), and let \( R = A[[x]]/(x^2) \) with \( x \) an indeterminate over \( A \). Note that \( R/(x) \) is a totally reflexive \( R \)-module. Let \( \mathcal{X} \) be the thick closure of \( R/(x) \), that is, the smallest thick subcategory of \( \mathcal{G}(R) \) containing \( R/(x) \). As there is an exact sequence \( 0 \to R/(x) \to R \to R/(x) \to 0 \), \( \mathcal{X} \) contains \( R \). Hence \( \mathcal{X} \) is a resolving subcategory of \( \mathcal{G}(R) \). Consider the subcategory \( \mathcal{Y} := \{ X \in \mathcal{X} \mid \text{Tr} X \in \mathcal{X} \} \). This contains \( R/(x) \) as \( \text{Tr}(R/(x)) = R/(x) \). Let \( 0 \to L \to M \to N \to 0 \) be an exact sequence in \( \mathcal{G}(R) \). Then \( \text{Ext}^1_r(N, R) = 0 \), and the induced sequence \( 0 \to \text{Tr} N \to \text{Tr} M \to \text{Tr} L \to 0 \) is exact by Proposition 2.4(i). It is easy to see from this that \( \mathcal{Y} \) is a thick subcategory of \( \mathcal{G}(R) \). Hence \( \mathcal{Y} = \mathcal{X} \), and \( \mathcal{X} \) is closed under \( \text{Tr} \). Therefore we obtain \( \Omega^{-1} \mathcal{X} \subseteq \mathcal{X} \). However, \( k \notin \mathcal{X} \) unless \( R \) is Artinian Gorenstein.

Theorem 4.10 immediately yields:

**Corollary 4.12.** Let \( R \) be a Cohen–Macaulay local ring of dimension \( d > 0 \). Let \( \mathcal{X} \subseteq \text{CM}(R) \) be a resolving subcategory closed under cosyzygies. Then \( \mathcal{X} \) is contained in \( \mathcal{G}(R) \). In particular, \( R \) is Gorenstein if and only if \( \text{CM}(R) \) is closed under cosyzygies.

**Corollary 4.13.** Let \((R, m, k)\) be a local ring that is not Artinian Gorenstein. Then \( \mathcal{G}(R) \) is the maximum resolving subcategory closed under transposes and not containing \( k \).

**Remark 4.14.** In the above Corollary, the condition “not containing \( k \)” cannot be removed. In fact, \( \text{mod}_0 R \) is a resolving subcategory closed under transposes, but it is not contained in \( \mathcal{G}(R) \).

The following is an immediate consequence of Theorem 4.10 and [7, Theorem 4.4]

**Corollary 4.15.** Let \( R \) be a local ring and let \( \mathcal{X} \subseteq \text{mod}(R) \) be a resolving subcategory. Assume that \( \mathcal{X} \) is closed under transpose. If \( \text{radius}(\mathcal{X}) < \infty \), then \( \mathcal{X} \subseteq \mathcal{G}(R) \).

**Corollary 4.16.** Let \( R \) be a local ring and let \( \mathcal{X} \subseteq \text{mod}(R) \) be a resolving subcategory of finite radius. Assume that \( \Omega^{-n} \mathcal{X} \subseteq \mathcal{X} \) for some \( n, 1 \leq n \leq \text{depth} R + 1 \). Then \( \mathcal{X} \subseteq \mathcal{G}(R) \).

**Proof.** Assume contrarily that \( \mathcal{X} \not\subseteq \mathcal{G}(R) \). By Theorem 4.10, \( \Omega^n k \in \mathcal{X} \). If \( n = 1 \), then we get a contradiction by [7, Theorem 4.4]. So assume that \( n > 1 \). It follows from Proposition 3.2 that \( R \) is Cohen–Macaulay of dimension \( n - 1 \). By Lemma 3.3, \( \mathcal{X} \subseteq \text{CM}(R) \). Set \( M = \Omega^{-n} k \in \mathcal{X} \). If \( \text{Ext}_R^n(M, R) = 0 \), then \( R \) is Gorenstein and so \( \mathcal{X} \subseteq \text{CM}(R) = \mathcal{G}(R) \). So let \( \text{Ext}_R^n(M, R) \neq 0 \). As \( M \) is locally free on the punctured spectrum, \( \Omega M \) is \( n \)-torsion free by Lemma 2.7. In particular, \( \Omega M \) is reflexive. Also, it follows from Remark 4.2 that \( \Omega^{-i} \Omega M \approx \Omega \Omega^{-i-1} \Omega M \) for \( 0 \leq i \leq n - 1 \). As \( \mathcal{X} \) is closed under \( \Omega^{-n} \), it is easy to see that \( \Omega^{-2} \Omega M \in \mathcal{X} \). It follows from Proposition 3.6 that \( \text{radius}(\mathcal{X}) = \infty \), which is a contradiction. 

□
The following result is an immediate consequence of Theorem 4.10.

**Corollary 4.17.** Let \( R \) be a local ring which is not Artinian Gorenstein. Consider the following subcategory of \( \text{mod} R \).

\[ \mathcal{X} = \{ M \in \text{mod}(R) \mid \operatorname{Ext}^i_R(M, R) = 0 \text{ for all } i > 0 \}. \]

Then \( \mathcal{X} \) is closed under cosyzygies if and only if \( \mathcal{X} = \mathcal{G}(R) \).

**Corollary 4.18.** Let \((R, m, k)\) be a local ring and let \( \mathcal{X} \) be a resolving subcategory of \( \text{mod}(R) \). Assume that \( \Omega^{-n} \mathcal{X} \subseteq \mathcal{X} \subseteq \Omega^n(\text{mod}(R)) \) for some \( n, 1 \leq n \leq \text{depth} R + 1 \), then \( \mathcal{X} \subseteq \mathcal{G}(R) \).

**Proof.** If \( n = 1 \), then the assertion follows from Theorem 4.10 and Lemma 4.3. So assume that \( n > 1 \). It follows from Theorem 4.10 that either \( \Omega^{n-1}k \in \mathcal{X} \) or \( \mathcal{X} \subseteq \mathcal{G}(R) \). Assume that \( \Omega^{n-1}k \in \mathcal{X} \). Hence \( \Omega^{n-1}k \) is an \( n \)-th syzygy module. As \( \text{depth} R \geq n - 1 \), by Lemma 2.7, \( \Omega^{n-1}k \) is \( n \)-torsion free and so

\[
\Omega^{-i} \Omega^{n-1}k \approx \Omega \Omega^{-(i+1)} \Omega^{n-1}k \quad \text{for } 0 \leq i \leq n-1.
\]

by Remark 4.2. Since \( \mathcal{X} \) is closed under \( \Omega^{-n} \), by using (4.18.1), it is easy to see that \( \Omega^{-i} \Omega^{n-1}k \in \mathcal{X} \) for all \( i \geq 0 \). Now consider the exact sequence (4.2.1)

\[
0 \to \operatorname{Ext}^j_R(\text{Tr} \Omega^{n-1}k, R) \to \Omega^{-j} \Omega^{n-1}k \to \Omega \Omega^{-j} \Omega^{n-1}k \to 0.
\]

It follows from the exact sequence (4.18.2) that \( \operatorname{Ext}^j_R(\text{Tr} \Omega^{n-1}k, R) \in \mathcal{X} \) for all \( j > 0 \). Note that \( \mathcal{X} \subseteq \Omega^j(\text{mod}(R)) \) for some \( n > 0 \). As \( \ell(\operatorname{Ext}^j_R(\text{Tr} \Omega^{n-1}k, R)) < \infty \) for all \( j > 0 \), \( \operatorname{Ext}^j_R(\text{Tr} \Omega^{n-1}k, R) = 0 \) for all \( j > 0 \). In other words, \( \Omega^{n-1}k \) is an \( i \)-th syzygy module for all \( i \geq 0 \) (see for example [13, Proposition 11]). Hence \( \text{depth} R = \text{depth}_R(\Omega^{n-1}k) = n - 1 \). By Lemma 2.7, \( \Omega^n k \) is \( n \)-torsion free. As \( n > 1 \), by [2, Proposition 2.21], there exists an exact sequence \( 0 \to L \to \Omega^{-2} \Omega^2(\Omega^{n-2}k) \to \Omega^{n-2}k \to 0 \) with \( \text{pd}_R(L) < \infty \). Rotating this gives an exact sequence

\[
0 \to \Omega^{-n+1}k \to L \to \Omega^{-2} \Omega^n k \to 0,
\]

by Proposition 2.4(i). As \( \Omega^n k \) is \( n \)-torsion free, by Remark 4.2, \( \Omega^{-i} \Omega^n k \approx \Omega \Omega^{-(i+1)} \Omega^n k \) for \( 0 \leq i \leq n-1 \). Hence, since \( \mathcal{X} \) is closed under \( \Omega^{-n} \), it follows that \( \Omega^{-i} \Omega^n k \in \mathcal{X} \) for all \( i \geq 0 \). In particular, \( \Omega^{-2} \Omega^n k \in \mathcal{X} \). It follows from the exact sequence (4.18.3) that \( L \in \mathcal{X} \). As \( \text{depth} R = n-1 \) and \( \mathcal{X} \subseteq \Omega^n(\text{mod}(R)) \), by Auslander-Buchsbaum formula, we conclude that \( L \) is free. The exact sequence (4.18.3) induces the following isomorphisms \( \operatorname{Ext}^2_R(k, R) \cong \operatorname{Ext}^1_R(\Omega^{-1}k, R) \cong \operatorname{Ext}^2_R(\Omega^{-2} \Omega^n k, R) \). It follows from Lemmas 2.7 that \( \operatorname{Ext}^2_R(\Omega^{-2} \Omega^n k, R) = 0 \). Hence \( R \) is Gorenstein of dimension \( n-1 \). Thus \( \mathcal{X} \subseteq \Omega^n(\text{mod}(R)) \subseteq \mathcal{G}(R) \). \( \square \)

An \( R \)-module \( M \) is said to satisfy the property \( \tilde{S}_n \) if \( \text{depth}_{R_p}(M_p) \geq \min\{n, \text{depth} R_p\} \) for all \( p \in \text{Spec} \ R \). Here is an example of a resolving subcategory which is closed under \( \Omega^{-n} \) for some but not all \( n > 0 \).

**Example 4.19.** Let \( R \) be a Gorenstein local ring of dimension \( d > 1 \). For an integer \( n, 0 < n < d \), set \( \mathcal{X} = \{ M \in \text{mod}(R) \mid M \text{ satisfies } \tilde{S}_n \} \). Then \( \mathcal{X} \) is a resolving subcategory of \( \text{mod}(R) \) and the following statements hold.

(i) \( \mathcal{G}(R) \subseteq \mathcal{X} \).

(ii) \( \Omega^{-m} \mathcal{X} \nsubseteq \mathcal{X} \) for \( 1 \leq m \leq n \).

(iii) \( \Omega^{-i} \mathcal{X} \subseteq \mathcal{X} \) for all \( i \geq d \).

(iv) \( \text{radius}(\mathcal{X}) = \infty \).
Proof. First note that by [13, Theorem 42], \( \mathcal{X} = \Omega^n(\text{mod}(R)) \). It is easy to see that \( \mathcal{X} \) is a resolving subcategory of \( \text{mod}(R) \). Note that \( \Omega^mk \in \mathcal{X} \setminus \mathcal{G}(R) \) and so (i) is clear. For the proof of (ii), assume contrarily that \( \Omega^{-m}\mathcal{X} \subseteq \mathcal{X} \) for some \( m \), \( 1 \leq m \leq n \). Then by Corollary 4.18, \( \mathcal{X} \subseteq \mathcal{G}(R) \) which is a contradiction. Hence, \( \Omega^{-m}\mathcal{X} \not\subseteq \mathcal{X} \) for \( 1 \leq m \leq n \). As for (iii), since \( R \) is Gorenstein, \( \Omega^i\text{Tr}M \in \mathcal{G}(R) \) for all \( M \in \text{mod}(R) \) and \( i \geq d \). Therefore, by Proposition 2.6 and part (i), \( \Omega^{-1}M \cong \text{Tr}\Omega^i\text{Tr}M \in \mathcal{G}(R) \subseteq \mathcal{X} \). Part (iv) follows from Corollary 4.16 and part (iii).

The following corollary of Theorem 4.10 should be compared with Corollary 4.6.

**Corollary 4.20.** Let \( R \) be a Golod local ring of positive dimension and let \( \mathcal{X} \) be a non-trivial resolving subcategory of \( \text{mod}(R) \) of finite radius. Then \( \mathcal{X} \) is closed under cosyzygies if and only if \( R \) is a hypersurface.

**Proof.** Let \( \mathcal{X} \) be closed under cosyzygies. As \( \mathcal{X} \) is non-trivial, by Theorem 4.10 and [7, Theorem 4.4], \( \text{add}(R) \subseteq \mathcal{X} \subseteq \mathcal{G}(R) \). It follows from [4, Example 3.5] that \( R \) is hypersurface.

Now assume that \( R \) is a hypersurface. As \( \text{radius}_{\mathcal{X}}(\mathcal{X}) < \infty \), by [7, Theorem 1], \( \mathcal{X} \subseteq \mathcal{G}(R) \). Hence, by [8, Theorem 6.1], \( \Omega^{-1}M \cong \Omega^2\Omega^{-1}M \cong \Omega M \) for all \( M \in \mathcal{X} \). Thus, \( \mathcal{X} \) is closed under cosyzygies.

The following is an immediate consequence of Corollary 4.18 and [7, Proposition 1.7].

**Corollary 4.21.** Let \( R \) be a local ring and let \( \mathcal{X} \) be a resolving subcategory of \( \text{mod}(R) \). The following are equivalent:

(i) \( \Omega^{-n}\mathcal{X} \subseteq \mathcal{X} \subseteq \Omega^n\mathcal{X} \) for some \( n \), \( 1 \leq n \leq \text{depth} R + 1 \).

(ii) \( \mathcal{X} \) is a thick subcategory of \( \mathcal{G}(R) \).

**Acknowledgments**

This work was done when the first author visited Nagoya University in June and July 2017. He is grateful for the kind hospitality of the NU Department of Mathematics. The authors are grateful to the anonymous referee for his/her careful reading and helpful comments.

**References**


Arash Sadeghi, School of Mathematics, Institute for Research in Fundamental Sciences (IPM), P.O. Box: 19395-5746, Tehran, Iran
E-mail address: sadeghiarash61@gmail.com

Ryo Takahashi, Graduate School of Mathematics, Nagoya University, Furocho, Chikusaku, Nagoya 464-8602, Japan
E-mail address: takahashi@math.nagoya-u.ac.jp
URL: http://www.math.nagoya-u.ac.jp/~takahashi/