1. Introduction

1.1. Main result. Let $z = x + y \sqrt{-1} \in \mathbb{C}$ be the standard coordinate in the complex plane $\mathbb{C}$. Let $f = [f_0 : f_1 : \cdots : f_N] : \mathbb{C} \to \mathbb{C}P^N$ be a holomorphic map $(f_i : \text{holomorphic function})$. We define $|df|(z) \geq 0$ by

$$|df|^2(z) := \frac{1}{4\pi} \Delta \log(|f_0|^2 + |f_1|^2 + \cdots + |f_N|^2) \quad (\Delta := \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}).$$

$|df|(z)$ is classically called a spherical derivative. It evaluates the dilatation of the map $f$ with respect to the Euclidean metric on $\mathbb{C}$ and the Fubini–Study metric on $\mathbb{C}P^N$. Namely, for a tangent vector $u \in T_z \mathbb{C}$, the norm of $df(u) \in T_{f(z)} \mathbb{C}P^N$ is given by $|df(u)| = |df|(z) \cdot |u|$. See the equation (6) in Section 4.2 for more details.

A holomorphic map $f : \mathbb{C} \to \mathbb{C}P^N$ is called a Brody curve ([3]) if it satisfies $|df|(z) \leq 1$ for all $z \in \mathbb{C}$ (i.e. $f$ is 1-Lipschitz). When $N = 1$, Brody curves are meromorphic functions $f : \mathbb{C} \to \mathbb{C} \cup \{\infty\}$ satisfying

$$|df|(z) = \frac{|f'(z)|}{\sqrt{\pi}(1 + |f(z)|^2)} \leq 1.$$

The exponential function $f(z) = e^z$ satisfies this condition. If $f(z)$ is a rational function or elliptic function, then we can find $c > 0$ such that $f(cz)$ is a Brody curve. Hence all rational/exponential/elliptic functions become Brody curves under some scale changes. So Brody curves exhibit a quite wide variety of behaviors. Moreover we cannot expect any symmetry for general Brody curves. Therefore it is difficult to establish a deep structure theory of Brody curves.

In this paper we adopt a relatively new viewpoint (initiated by Gromov [11]) for the study of Brody curves. We study the dynamical system consisting of Brody curves. General Brody curves might have little structure, but there is a possibility that the system of all Brody curves has much more structure than individual Brody curves. The purpose of this paper is to show that it certainly has a beautiful structure.

Let $\mathcal{M}(\mathbb{C}P^N)$ be the space of Brody curves in $\mathbb{C}P^N$ endowed with the compact-open topology (the topology of uniform convergence on compact subsets). $\mathcal{M}(\mathbb{C}P^N)$ is a compact metrizable space, and it becomes a dynamical system under the following continuous $\mathbb{C}$-action:

$$\mathcal{M}(\mathbb{C}P^N) \times \mathbb{C} \to \mathcal{M}(\mathbb{C}P^N), \quad (f(z), a) \mapsto f(z + a).$$
We can easily prove that the dynamical system $\mathcal{M}(\mathbb{C}P^N)$ is infinite dimensional and has infinite topological entropy. So this is a very huge system. Gromov [11] introduced the notion mean dimension for the study of this kind of huge dynamical system. Mean dimension is an invariant of topological dynamical systems. We review its definition in Section 2.1. Our main subject in this paper is to calculate the mean dimension $\dim(\mathcal{M}(\mathbb{C}P^N): \mathbb{C})$ of the system $\mathcal{M}(\mathbb{C}P^N)$.

Let $f : \mathbb{C} \to \mathbb{C}P^N$ be a Brody curve. We define an energy density $\rho(f)$ by setting

\[
\rho(f) := \lim_{R \to \infty} \frac{1}{\pi R^2} \sup_{a \in \mathbb{C}} \int_{|z - a| < R} |df|^2 dxdy.
\]

This limit always exists; see Section 2.2. Let $\rho(\mathbb{C}P^N)$ be the supremum of $\rho(f)$ over $f \in \mathcal{M}(\mathbb{C}P^N)$.

The main result of this paper is the following:

**Theorem 1.1.**

$$2(N + 1)\rho(\mathbb{C}P^N) \leq \dim(\mathcal{M}(\mathbb{C}P^N) : \mathbb{C}) \leq 4N\rho(\mathbb{C}P^N).$$

**Corollary 1.2.**

$$\dim(\mathcal{M}(\mathbb{C}P^1) : \mathbb{C}) = 4\rho(\mathbb{C}P^1).$$

The formula $\dim(\mathcal{M}(\mathbb{C}P^1) : \mathbb{C}) = 4\rho(\mathbb{C}P^1)$ was conjectured in [21, p. 1643, (4)]. This formula is very surprising (at least for the authors) because the definitions of the left-hand side and the right-hand side are totally different.

The upper bound $\dim(\mathcal{M}(\mathbb{C}P^N) : \mathbb{C}) \leq 4N\rho(\mathbb{C}P^N)$ was already proved in [18, Theorem 1.5] by using the Nevanlinna theory. (Remark: A different definition of the energy density was used in the papers [18,21]. For this point, see Section 2.2.)

The subject of the present paper is to prove the lower bound $\dim(\mathcal{M}(\mathbb{C}P^N) : \mathbb{C}) \geq 2(N + 1)\rho(\mathbb{C}P^N)$.

1.2. **Non-degenerate Brody curves.** For $a \in \mathbb{C}$ and $r > 0$ we set $D_r(a) := \{z \in \mathbb{C} | |z - a| \leq r\}$. The following is a key notion of the paper. This notion was first introduced by Yosida [23]. Gromov [11, p. 399] also discussed it in a more general situation. See also Eremenko [4, Section 4] and Remark 1.4 below.

**Definition-Lemma 1.3.** Let $f : \mathbb{C} \to \mathbb{C}P^N$ be a Brody curve. Then the following two conditions are equivalent.

(i) Any constant curve does not belong to the closure of the $\mathbb{C}$-orbit of $f$. In other words, for any sequence of complex numbers $\{a_n\}_{n \geq 1}$, the sequence of Brody curves $\{f(z + a_n)\}_{n \geq 1}$ does not converge to a constant curve.

(ii) There exist $\delta > 0$ and $R > 0$ such that for all $a \in \mathbb{C}$ we have $\|df\|_{L^\infty(D_r(a))} \geq \delta$.

$f$ is said to be non-degenerate if it satisfies one of (and hence both) the above conditions.

**Proof.** The following argument is given in [23]. Suppose that the condition (ii) fails. Then for any $n \geq 1$ there is $a_n \in \mathbb{C}$ such that $\|df\|_{L^\infty(D_1(a_n))} \leq 1/n$. Taking a subsequence, we can assume that the sequence $\{f(z + a_n)\}_{n \geq 1}$ converges to a Brody curve $g(z)$. Then $\|dg\|_{L^\infty(D_1(0))} = 0$. This implies that $g$ is a constant curve.
Suppose the condition (ii) holds. Let \( \{a_n\}_{n \geq 1} \) be a sequence of complex numbers. If \( \{f(z + a_n)\}_{n \geq 1} \) converges to \( g(z) \), then \( \|dg\|_{L^\infty(D_R(0))} \geq \delta \). Hence \( g(z) \) is not a constant curve. This proves the condition (i).

\[ \square \]

**Remark 1.4.** The above argument also proves that the conditions in Definition-Lemma[13] are equivalent to the following:

(ii') For any \( R > 0 \) there exists \( \delta > 0 \) such that for all \( a \in \mathbb{C} \) we have \( \|df\|_{L^\infty(D_R(a))} \geq \delta \).

Yosida [23, Theorem 4] proved (i) \( \Leftrightarrow \) (ii) for the case of \( N = 1 \). In [23] Brody curves \( f : \mathbb{C} \to \mathbb{C}P^1 \) satisfying (i) are called meromorphic functions of 1st category. In Eremenko [4, Section 4] Brody curves \( f : \mathbb{C} \to \mathbb{C}P^N \) satisfying (i) are called binormal curves. Gromov [11, p. 399] used the terminology “uniformly nondegenerate.”

**Example 1.5.** If \( f(z) \in M(\mathbb{C}P^1) \) is a rational or exponential function, then it is a degenerate (i.e. not non-degenerate) Brody curve. A non-constant elliptic function \( f(z) \in M(\mathbb{C}P^1) \) is a non-degenerate Brody curve.

In our viewpoint, non-degenerate Brody curves are “non-singular points” of the system \( M(\mathbb{C}P^N) \), and they behave very nicely for the calculation of the mean dimension.

**Theorem 1.6.** Let \( f : \mathbb{C} \to \mathbb{C}P^N \) be a non-degenerate Brody curve with \( \|df\|_{L^\infty(\mathbb{C})} < 1 \). Then

\[
\dim(M(\mathbb{C}P^N) : \mathbb{C}) \geq 2(N + 1)\rho(f).
\]

Next we show that there are “sufficiently many” non-degenerate Brody curves.

**Theorem 1.7.** Let \( f : \mathbb{C} \to \mathbb{C}P^N \) be a holomorphic map with \( \|df\|_{L^\infty(\mathbb{C})} < 1 \). Then for any \( \varepsilon > 0 \) there exists a non-degenerate Brody curve \( g : \mathbb{C} \to \mathbb{C}P^N \) satisfying \( \|dg\|_{L^\infty(\mathbb{C})} < 1 \) and \( \rho(g) \geq \rho(f) - \varepsilon \).

**Proof of Theorem 1.1** assuming Theorems 1.6 and 1.7. The upper bound \( \dim(M(\mathbb{C}P^N) : \mathbb{C}) \leq 4N\rho(\mathbb{C}P^N) \) was already proved in [18, Theorem 1.5]. Here we prove the lower bound. Let \( f : \mathbb{C} \to \mathbb{C}P^N \) be a Brody curve. Let \( 0 < c < 1 \) and set \( f_c(z) = f(cz) \). Then \( \|df_c\|_{L^\infty(\mathbb{C})} = c\|df\|_{L^\infty(\mathbb{C})} \) and \( \rho(f_c) = c^2\rho(f) \). Since \( \|df_c\|_{L^\infty(\mathbb{C})} \leq c < 1 \), we can apply Theorem 1.7 to \( f_c \). Then for any \( \varepsilon > 0 \) there exists a non-degenerate Brody curve \( g : \mathbb{C} \to \mathbb{C}P^N \) satisfying \( \|dg\|_{L^\infty(\mathbb{C})} < 1 \) and \( \rho(g) \geq \rho(f_c) - \varepsilon = c^2\rho(f) - \varepsilon \). By Theorem 1.6

\[
\dim(M(\mathbb{C}P^N) : \mathbb{C}) \geq 2(N + 1)\rho(g) \geq 2(N + 1)(c^2\rho(f) - \varepsilon).
\]

Let \( \varepsilon \to 0 \) and \( c \to 1 \). We get \( \dim(M(\mathbb{C}P^N) : \mathbb{C}) \geq 2(N + 1)\rho(f) \). Taking the supremum over \( f \in M(\mathbb{C}P^N) \), we get \( \dim(M(\mathbb{C}P^N) : \mathbb{C}) \geq 2(N + 1)\rho(\mathbb{C}P^N) \). \( \square \)

## 2. Some preliminaries

### 2.1. Review of mean dimension

In this subsection we review the definition of mean dimension. For the detail, see Gromov [11] and Lindenstrauss–Weiss [13]. For some related works, see also Lindenstrauss [12] and Gournay [6–8, 10].

Let \( (X, d) \) be a compact metric space, and let \( Y \) be a topological space. Let \( \varepsilon > 0 \). A continuous map \( f : X \to Y \) is called an \( \varepsilon \)-embedding if \( \text{Diam} f^{-1}(y) \leq \varepsilon \)
for all $y \in Y$. Here $\text{Diam}_{f^{-1}(y)}$ is the supremum of $d(x_1, x_2)$ over $x_1, x_2 \in f^{-1}(y)$. We define $\text{Widim}_\varepsilon(X, d)$ as the minimum integer $n \geq 0$ such that there are an $n$-dimensional polyhedron $P$ and an $\varepsilon$-embedding $f : X \to P$.

For example, let $X = [0, 1] \times [0, \varepsilon]$ with the Euclidean distance. Then the projection $\pi : X \to [0, 1]$ is an $\varepsilon$-embedding, and we have $\text{Widim}_\varepsilon(X, \text{Euclid}) = 1$. The following example is very important in the later argument. This was given by Gromov [11, p. 333]. For the detailed proof, see Gournay [10, Lemma 2.5] or Tsukamoto [21, Appendix].

**Example 2.1.** Let $V$ be a finite dimensional Banach space over $\mathbb{R}$, and set $B_r(V) := \{x \in V|\|x\| \leq r\}$ for $r > 0$. For $0 < \varepsilon < r$,

$$\text{Widim}_\varepsilon(B_r(V), \|\cdot\|) = \dim V.$$ 

Here we consider the norm distance on $B_r(V)$.

For a subset $\Omega \subset \mathbb{C}$ and $r > 0$, we define $\partial_r \Omega$ as the set of $a \in \mathbb{C}$ satisfying $D_r(a) \cap \Omega \neq \emptyset$ and $D_r(a) \cap (\mathbb{C}\setminus R) \neq \emptyset$. Let $\Omega_n (n \geq 1)$ be a sequence of bounded Borel subsets of $\mathbb{C}$. It is called a Følner sequence if for all $r > 0$

$$\frac{\text{Area}(\partial_r \Omega_n)}{\text{Area}(\Omega_n)} \to 0 \quad (n \to \infty).$$

For example, the sequence $\Omega_n := D_n(0)$ is a Følner sequence. The sequence $\Omega_n := [0, n] \times [0, n]$ is also Følner. We need the following “Ornstein–Weiss lemma.” For the proof, see Gromov [11] pp. 336–338.

**Lemma 2.2.** Let $h : \{\text{bounded Borel subsets of } \mathbb{C}\} \to \mathbb{R}_{\geq 0}$ be a map satisfying the following three conditions:

(i) If $\Omega_1 \subset \Omega_2$, then $h(\Omega_1) \leq h(\Omega_2)$.
(ii) $h(\Omega_1 \cup \Omega_2) \leq h(\Omega_1) + h(\Omega_2)$.
(iii) For any $a \in \mathbb{C}$ and any bounded Borel subset $\Omega \subset \mathbb{C}$, we have $h(a + \Omega) = h(\Omega)$ where $a + \Omega := \{a + z \in \mathbb{C}|z \in \Omega\}$.

Then for any Følner sequence $\Omega_n (n \geq 1)$ in $\mathbb{C}$, the limit of the sequence

$$\frac{h(\Omega_n)}{\text{Area}(\Omega_n)} \quad (n \geq 1)$$

exists, and its value is independent of the choice of a Følner sequence.

Suppose that the Lie group $\mathbb{C}$ continuously acts on a compact metric space $X$. Here we don’t assume that the distance is invariant under the group action. For a subset $\Omega \subset \mathbb{C}$, we define a new distance $d_\Omega$ on $X$ by

$$d_\Omega(x, y) := \sup_{a \in \Omega} d(a.x, a.y).$$
It is easy to see that the map $\Omega \mapsto \text{Widim}_\varepsilon(X, d_\Omega)$ satisfies the three conditions in Lemma 2.2 for each $\varepsilon > 0$. So we define a mean dimension $\dim(X : C)$ by

$$\dim(X : C) := \lim_{\varepsilon \to +0} \left( \lim_{n \to \infty} \frac{\text{Widim}_\varepsilon(X, d_{\Omega_n})}{\text{Area}(\Omega_n)} \right)$$

where $\Omega_n$ ($n \geq 1$) is a Følner sequence in $\mathbb{C}$. The value of the mean dimension $\dim(X : C)$ is independent of the choice of a Følner sequence, and it is a topological invariant. (That is, it is independent of the choice of a distance on $X$ compatible with the topology.) For example, we have

$$\dim(X : C) = \lim_{\varepsilon \to +0} \left( \lim_{R \to \infty} \frac{\text{Widim}_\varepsilon(X, d_{D_R(0)})}{\pi R^2} \right) = \lim_{\varepsilon \to +0} \left( \lim_{R \to \infty} \frac{\text{Widim}_\varepsilon(X, d_{[0,R] \times [0,R]})}{R^2} \right).$$

2.2. Energy density. Here we explain some basic properties of the energy density $\rho(f)$ introduced in (1). Let $f : C \to CP^N$ be a Brody curve. Then the map

$$\Omega \mapsto \sup_{a \in C} \int_{a + \Omega} |df|^2 dxdy$$

clearly satisfies the three conditions in Lemma 2.2, where $\Omega \subset C$ is a bounded Borel subset. Therefore we can define the energy density $\rho(f)$ by

$$\rho(f) := \lim_{n \to \infty} \frac{1}{\text{Area}(\Omega_n)} \left( \sup_{a \in C} \int_{a + \Omega_n} |df|^2 dxdy \right),$$

where $\Omega_n$ ($n \geq 1$) is a Følner sequence in $\mathbb{C}$. In particular, we have

$$\rho(f) = \lim_{R \to \infty} \frac{1}{\pi R^2} \left( \sup_{a \in C} \int_{|z - a| < R} |df|^2 dxdy \right) = \lim_{R \to \infty} \frac{1}{R^2} \left( \sup_{a,b \in \mathbb{R}} \int_{[a,a + R] \times [b,b + R]} |df|^2 dxdy \right).$$

From [19], the quantity $\rho(CP^N) = \sup_{f \in M(CP^N)} \rho(f)$ satisfies

$$0 < \rho(CP^N) < 1, \quad \lim_{N \to \infty} \rho(CP^N) = 1.$$ 

Moreover

$$\frac{2\pi}{\sqrt{3}} \left( \int_1^\infty \frac{dx}{\sqrt{x^3 - 1}} \right)^{-2} \leq \rho(CP^1) \leq 1 - 10^{-100}.$$ 

See [21] Section 1.2 for the lower bound, and see [19] Section 5 for the upper bound. Here

$$\frac{2\pi}{\sqrt{3}} \left( \int_1^\infty \frac{dx}{\sqrt{x^3 - 1}} \right)^{-2} = 0.6150198678198 \cdots.$$ 

In the papers [18,21] a different definition of energy density was used. Let $T(r, f)$ be the Nevanlinna–Shimizu–Ahlfors characteristic function:

$$T(r, f) := \int_1^r \left( \int_{|z| < t} |df|^2 dxdy \right) \frac{dt}{t}.$$
From the Brody condition $|df| \leq 1$, we have $T(r, f) \leq \pi r^2/2$. We define $\rho_{\text{NSA}}(f)$ by
\[
\rho_{\text{NSA}}(f) := \limsup_{r \to \infty} \frac{2}{\pi r^2} T(r, f).
\]
It is easy to see $\rho_{\text{NSA}}(f) \leq \rho(f)$. This quantity $\rho_{\text{NSA}}(f)$ was used in the papers [18, 21]. (We used the notation $e(f)$ for $\rho_{\text{NSA}}(f)$ in [18, 21].) Let $\rho_{\text{NSA}}(\mathbb{C}P^N)$ be the supremum of $\rho_{\text{NSA}}(f)$ over $f \in \mathcal{M}(\mathbb{C}P^N)$. Trivially we have $\rho_{\text{NSA}}(\mathbb{C}P^N) \leq \rho(\mathbb{C}P^N)$, but indeed we can prove the equality:
\[
\rho_{\text{NSA}}(\mathbb{C}P^N) = \rho(\mathbb{C}P^N).
\]
This is proved in [22].

3. Proof of Theorem 1.6

In this section we prove Theorem 1.6 assuming Propositions 3.1 and 3.2 below. Theorem 1.7 will be proved in Section 6. Let $T\mathbb{C}P^N$ be the tangent bundle of $\mathbb{C}P^N$. It naturally admits a structure of a holomorphic vector bundle. We consider the Fubini–Study metric on it. Let $f : \mathbb{C} \to \mathbb{C}P^N$ be a Brody curve, and let $f^* T\mathbb{C}P^N$ be the pull-back of $T\mathbb{C}P^N$ by $f$. $f^* T\mathbb{C}P^N$ is a holomorphic vector bundle over the complex plane $\mathbb{C}$, and its Hermitian metric is given by the pull-back of the Fubini–Study metric. Let $H_f$ be the space of holomorphic sections $u : \mathbb{C} \to f^* T\mathbb{C}P^N$ satisfying $\|u\|_{L^\infty(\mathbb{C})} < +\infty$. $(H_f, \|\cdot\|_{L^\infty(\mathbb{C})})$ is a complex Banach space (possibly infinite dimensional). We set $B_r(H_f) := \{u \in H_f | \|u\|_{L^\infty(\mathbb{C})} \leq r\}$ for $r \geq 0$.

Proposition 3.1. Let $f : \mathbb{C} \to \mathbb{C}P^N$ be a non-degenerate Brody curve with $|df|_{L^\infty(\mathbb{C})} < 1$. Then there exist $\delta > 0$ and a map
\[
B_\delta(H_f) \to \mathcal{M}(\mathbb{C}P^N), \quad u \mapsto f_u,
\]
satisfying the following two conditions:
(i) $f_0 = f$.
(ii) For all $u, v \in B_\delta(H_f)$ and $z \in \mathbb{C}$
\[
|d(f_u(z), f_v(z)) - |u(z) - v(z)|| \leq \frac{1}{8} \|u - v\|_{L^\infty(\mathbb{C})}.
\]
Here $d(\cdot, \cdot)$ is the distance on $\mathbb{C}P^N$ defined by the Fubini–Study metric, and $|u(z) - v(z)|$ is the fiberwise norm of $f^* T\mathbb{C}P^N$.

Let $R > 0$ and $\Lambda \subset \mathbb{C}$. $\Lambda$ is said to be an $R$-square if $\Lambda = [a, a + R] \times [b, b + R]$ for some $a, b \in \mathbb{R}$.

Proposition 3.2. Let $f : \mathbb{C} \to \mathbb{C}P^N$ be a non-degenerate Brody curve. Then for any $R$-square $\Lambda \subset \mathbb{C}$ with $R > 2$ there exists a finite dimensional complex linear subspace $V \subset H_f$ satisfying the following two conditions:
(i) $\dim_{\mathbb{C}} V \geq (N + 1) \int_\Lambda |df|^2 |dx| dy - C_f R$.
Here $C_f$ is a positive constant depending only on $f$ (and independent of $R$, $\Lambda$).
(ii) For all $u \in V$ we have $\|u\|_{L^\infty(\mathbb{C})} \leq 2 \|u\|_{L^\infty(\Lambda)}$.

Propositions 3.1 and 3.2 will be proved later (Sections 4 and 5). Here we prove Theorem 1.6 assuming them.
Proof of Theorem 1.6  We define a distance on $\mathcal{M}(\mathbb{C}P^N)$ by
\[
\text{dist}(g, h) := \sum_{n=0}^{\infty} \frac{1}{10^n} \sup_{|z| \leq n} d(g(z), h(z)), \quad (g, h \in \mathcal{M}(\mathbb{C}P^N)).
\]
Then $|\text{dist}(g, h) - d(g(0), h(0))| \leq (1/9) \sup_{z \in \mathbb{C}} d(g(z), h(z))$. Hence for $\Omega \subset \mathbb{C}$
\[
(4) \quad |\text{dist}_\Omega(g, h) - \sup_{z \in \Omega} d(g(z), h(z))| \leq \frac{1}{9} \sup_{z \in \mathbb{C}} d(g(z), h(z)).
\]
Let $\delta > 0$ be the positive constant introduced in Proposition 3.1. Let $\Lambda \subset \mathbb{C}$ be an $R$-square ($R > 2$). By Proposition 3.2 there exists $V = V_\Lambda \subset H_f$ satisfying the conditions (i) and (ii) in Proposition 3.2. We investigate the map $B_\delta(H_f) \to \mathcal{M}(\mathbb{C}P^N)$, $u \mapsto f_u$, (given by Proposition 3.1) and its restriction to $B_\delta(V) := V \cap B_\delta(H_f)$.

From the condition (ii) of Proposition 3.1, for $u, v \in B_\delta(H_f)$, we have $\sup_{z \in \mathbb{C}} d(f_u(z), f_v(z)) \leq (9/8) \|u - v\|_{L^\infty(\mathbb{C})}$. Hence $(B_\delta(H_f), \|\cdot\|_{L^\infty(\mathbb{C})}) \to \mathcal{M}(\mathbb{C}P^N)$ is continuous. For $u, v \in B_\delta(H_f)$
\[
\begin{align*}
&|\text{dist}_\Lambda(f_u, f_v) - \sup_{z \in \Lambda} |u(z) - v(z)| | \\
&\leq |\text{dist}_\Lambda(f_u, f_v) - \sup_{z \in \Lambda} d(f_u(z), f_v(z))| + |\sup_{z \in \Lambda} d(f_u(z), f_v(z)) - \sup_{z \in \Lambda} |u(z) - v(z)| | \\
&\leq \frac{1}{9} \sup_{z \in \mathbb{C}} d(f_u(z), f_v(z)) + \frac{1}{8} \|u - v\|_{L^\infty(\mathbb{C})} \quad \text{(by Proposition 3.1 (ii) and (4))}
&\leq \frac{1}{4} \|u - v\|_{L^\infty(\mathbb{C})}.
\end{align*}
\]
Thus
\[
\|u - v\|_{L^\infty(\Lambda)} \leq \text{dist}_\Lambda(f_u, f_v) + \frac{1}{4} \|u - v\|_{L^\infty(\mathbb{C})}.
\]
For $u, v \in B_\delta(V) = V \cap B_\delta(H_f)$, we have $\|u - v\|_{L^\infty(\mathbb{C})} \leq 2 \|u - v\|_{L^\infty(\Lambda)}$ by Proposition 3.2 (ii). Hence
\[
\|u - v\|_{L^\infty(\mathbb{C})} \leq 4 \text{dist}_\Lambda(f_u, f_v), \quad (u, v \in B_\delta(V)).
\]
Hence for $\varepsilon < \delta/4$,
\[
\begin{align*}
\text{Widim}_{\varepsilon}(\mathcal{M}(\mathbb{C}P^N), \text{dist}_\Lambda) \\
\geq \text{Widim}_{4\varepsilon}(B_\delta(V), \|\cdot\|_{L^\infty(\mathbb{C})}) \\
= \dim_{\mathbb{R}} V \quad \text{(by Example 2.1)} \\
\geq 2(N + 1) \int_\Lambda |df|^2 \, dx \, dy - 2C_f R \quad \text{(by Proposition 3.2 (i))}.
\end{align*}
\]
Since $\text{Widim}_{\varepsilon}(\mathcal{M}(\mathbb{C}P^N), \text{dist}_\Lambda) = \text{Widim}_{\varepsilon}(\mathcal{M}(\mathbb{C}P^N), \text{dist}_{[0,R] \times [0,R]})$, for $\varepsilon < \delta/4$, the quantity $\text{Widim}_{\varepsilon}(\mathcal{M}(\mathbb{C}P^N), \text{dist}_{[0,R] \times [0,R]})$ is bounded from below by
\[
2(N + 1) \left( \sup_\Lambda \int_\Lambda |df|^2 \, dx \, dy \right) - 2C_f R.
\]
Here $\Lambda$ runs over all $R$-squares. Dividing this by $R^2$ and letting $R \to \infty$, we get
\[
\lim_{R \to \infty} \left( \frac{1}{R^2} \text{Widim}_{\varepsilon}(\mathcal{M}(\mathbb{C}P^N), \text{dist}_{[0,R] \times [0,R]}) \right) \geq 2(N + 1) \rho(f).
\]
Here we have used (3). Let \( \varepsilon \to 0 \). Then \( \dim(\mathcal{M}(\mathbb{C}P^N) : \mathbb{C}) \geq 2(N + 1)\rho(f) \) by [2].

**Remark 3.3.** The above argument also gives the lower bound on the local mean dimension \( \dim_f(\mathcal{M}(\mathbb{C}P^N) : \mathbb{C}) \). Local mean dimension is a notion introduced in [15]. The readers can skip this remark.

Let \( f : \mathbb{C} \to \mathbb{C}P^N \) be a non-degenerate Brody curve with \( \|df\|_{L^\infty(\mathbb{C})} < 1 \). Let \( B_r(f)_{\mathbb{C}} \subset \mathcal{M}(\mathbb{C}P^N) \) \( (r > 0) \) be the set of \( g \in \mathcal{M}(\mathbb{C}P^N) \) satisfying \( \text{dist}_\mathbb{C}(f, g) \leq r \). Since \( f_0 = f \), if \( (4/5)r \leq \delta \) then \( u \in B_{(4/5)r}(H_f) \) satisfies \( f_u \in B_r(f)_{\mathbb{C}} \). Let \( \Lambda \subset \mathbb{C} \) be an \( R \)-square \( (R > 2) \). As in the above proof, for \( 4\varepsilon < (4/5)r \leq \delta \), we get

\[
\text{Widim}_\varepsilon(B_r(f)_{\mathbb{C}}, \text{dist}_\Lambda) \geq 2(N + 1) \int_\Lambda |df|^2 dxdy - 2C_f R.
\]

Hence

\[
\dim_f(\mathcal{M}(\mathbb{C}P^N) : \mathbb{C}) := \lim_{r \to +0} \left\{ \lim_{\varepsilon \to +0} \left( \lim_{R \to \infty} \sup_{\Lambda:R\text{-square}} \text{Widim}_\varepsilon(B_r(f)_{\mathbb{C}}, \text{dist}_\Lambda) \right) \right\}
\geq 2(N + 1)\rho(f).
\]

Then \( \dim_{\text{loc}}(\mathcal{M}(\mathbb{C}P^N) : \mathbb{C}) := \sup_{f \in \mathcal{M}(\mathbb{C}P^N)} \dim_f(\mathcal{M}(\mathbb{C}P^N) : \mathbb{C}) \) satisfies

\[
2(N + 1)\rho(\mathbb{C}P^N) \leq \dim_{\text{loc}}(\mathcal{M}(\mathbb{C}P^N) : \mathbb{C}) \leq \dim(\mathcal{M}(\mathbb{C}P^N) : \mathbb{C}) \leq 4N\rho(\mathbb{C}P^N).
\]

The proof is the same as the proof of Theorem [15]. In particular we get

\[
\dim_{\text{loc}}(\mathcal{M}(\mathbb{C}P^1) : \mathbb{C}) = \dim(\mathcal{M}(\mathbb{C}P^1) : \mathbb{C}).
\]

**4. PROOF OF PROPOSITION 3.1**

In this section we prove Proposition 3.1.

**4.1. Analytic preliminaries.** Let \( f : \mathbb{C} \to \mathbb{C}P^N \) be a Brody curve. As in Section 3 let \( T\mathbb{C}P^N \) be the tangent bundle of \( \mathbb{C}P^N \) with the natural holomorphic vector bundle structure, and let \( E := f^*T\mathbb{C}P^N \) be the pull-back of \( T\mathbb{C}P^N \). \( E \) is a holomorphic vector bundle over the complex plane \( \mathbb{C} \). Its Hermitian metric \( h \) is given by the pull-back of the Fubini–Study metric. \( E \) is equipped with the unitary connection \( \nabla \) defined by the holomorphic structure and the metric \( h \).

Let \( 1 < p < \infty \) be a real number, and \( k \geq 0 \) be an integer. Let \( a \in L^p_{k,\text{loc}}(\Lambda^{0,i}(E)) \) \((i = 0, 1)\) be a locally \( L^p_k \)-section of \( \Lambda^{0,i}(E) \) \((\mathcal{C}^\infty\text{-vector bundle of } (0, i)\text{-forms valued in } E)\). For a subset \( \Omega \subset \mathbb{C} \), we set

\[
\|a\|_{L^p_k(\Omega)} := \left( \sum_{n=0}^k \int_{\Omega} |\nabla^n a|^p dxdy \right)^{1/p}.
\]

We define the \( \ell^\infty L^p_k \)-norm \( \|a\|_{\ell^\infty L^p_k} \) by

\[
\|a\|_{\ell^\infty L^p_k} := \sup_{z \in \mathbb{C}} \|a\|_{L^p_k(D_1(z))}. \]

Let \( \ell^\infty L^p_k(\Lambda^{0,i}(E)) \) be the Banach space of all \( a \in L^p_{k,\text{loc}}(\Lambda^{0,i}(E)) \) satisfying \( \|a\|_{\ell^\infty L^p_k} < +\infty \).
Lemma 4.1. (i) For $a \in L^2_{2,\text{loc}}(\Lambda^0,1(E))$, 
$$
|a|_{L^\infty(\mathbb{C})} \leq \text{const} |a|_{\ell^\infty L^2_{2,\text{loc}}}.
$$

Precisely speaking, if the right-hand side is finite then the left-hand side is also finite and satisfies the inequality.

(ii) If $a \in L^p_{2,\text{loc}}(\Lambda^0,1(E))$ with $p > 2$, then 
$$
|a|_{L^\infty(\mathbb{C})} + \|\nabla a\|_{L^\infty(\mathbb{C})} \leq \text{const}_p |a|_{\ell^\infty L^p_{2,\text{loc}}}.
$$

Proof. Since $\mathcal{M}(\mathbb{C}P^N)$ is compact, there are $\delta > 0$ and $\text{const}_k > 0$ $(k \geq 0)$ such that for every $z \in \mathbb{C}$ there is a trivialization $u$ of the holomorphic vector bundle $E$ over a neighborhood of $D_\delta(z)$ such that $u, h = (h_{\alpha\beta})_{\alpha\beta}$ (the Hermitian matrix representing $h$ under the trivialization $u$) satisfies $\|h_{\alpha\beta}\|_{C^k(D_\delta(z))}$, $\|h_{\alpha\beta}\|_{C^k(D_\delta(z))} \leq \text{const}_k$. Here

$$
(h^{\alpha\beta}) = (h_{\alpha\beta})^{-1}
$$

Then the norms $|a|_{L^p_{2}(D_\delta(z))}$ and $|a|_{L^\infty(D_\delta(z))}$ are equivalent to $|u \circ a|_{L^p_{2}(D_\delta(z))}$ and $|u \circ a|_{L^\infty(D_\delta(z))}$ uniformly in $z \in \mathbb{C}$ respectively. (We consider $u \circ a$ as a $\mathbb{C}^N$-valued $(0, i)$-form in $D_\delta(z)$.) Hence the Sobolev embedding theorem (Gilbarg–Trudinger [5, Chapter 7.7]) implies

$$
|a|_{L^\infty(D_\delta(z))} \leq \text{const} |a|_{L^2_{2}(D_\delta(z))}.
$$

Here the important point is that $\text{const}$ is independent of $z \in \mathbb{C}$. Thus $|a|_{L^\infty(\mathbb{C})} \leq \text{const} |a|_{\ell^\infty L^2_{2}}$. (ii) can be proved in the same way.

Let $\varphi : \mathbb{C} \to \mathbb{R}$ be a $C^\infty$-function satisfying $|\varphi|_{C^k(\mathbb{C})} < +\infty$ for all $k \geq 0$. We set $\bar{\partial}_\varphi^* (a) := e^{-\varphi} \bar{\partial}^* (e^{\varphi} a)$ for $a \in \Omega^{0,1}(E)$. Here $\bar{\partial}^*$ is the formal adjoint of the Dolbeault operator $\partial : \Omega^0(E) \to \Omega^{0,1}(E)$ with respect to the Hermitian metric $h$. $\bar{\partial}^*_\varphi$ is the formal adjoint of $\partial$ with respect to the metric $e^{\varphi} h$. We define the operator $\Box_\varphi : \Omega^{0,1}(E) \to \Omega^{0,1}(E)$ by setting

$$
\Box_\varphi a := \bar{\partial}^*_\varphi \bar{\partial} a \quad (i = 0), \quad \Box_\varphi a := \bar{\partial}_\varphi^* \bar{\partial}_\varphi a \quad (i = 1).
$$

Lemma 4.2. For $a \in \ell^\infty L^p_{k+2}(\Lambda^0,1(E))$, 
$$
|a|_{\ell^\infty L^p_{k+2}} \leq \text{const}_{p,k,\varphi} \left( |a|_{\ell^\infty L^p} + \|\Box_\varphi a\|_{\ell^\infty L^p} \right).
$$

More precisely, if $a \in L^p_{k+2,\text{loc}}(\Lambda^0,1(E))$ and the right-hand side of the above is finite then $a \in \ell^\infty L^p_{k+2}$ and satisfies the above inequality.

Proof. We use the trivialization $u$ of $E$ introduced in the proof of Lemma 4.1. Since $|\varphi|_{C^l(\mathbb{C})} < +\infty$ for all $l \geq 0$, under the trivialization $u$, the operator $\Box_\varphi$ is represented as

$$
\Box_\varphi = (-1/2) \Delta + A \frac{\partial}{\partial x} + B \frac{\partial}{\partial y} + C
$$

over a neighborhood of $D_\delta(z)$ where the $C^l$-norms $(l \geq 0)$ of the matrices $A$, $B$, $C$ over $D_\delta(z)$ are bounded uniformly in $z \in \mathbb{C}$. Then from the $L^p$-estimate (Gilbarg–Trudinger [5, Chapter 9.5])

$$
|a|_{L^p_{k+2}(D_{\delta/2}(z))} \leq \text{const}_{p,k,\varphi} \left( |a|_{L^p(D_\delta(z))} + \|\Box_\varphi a\|_{L^p_{k}(D_\delta(z))} \right).
$$

The desired estimate follows from this.

\qed

**Lemma 4.3.** Let \( g : \mathbb{C} \to \mathbb{R}_{\geq 0} \) be a non-negative smooth function with \( \| g \|_{C^k(\mathbb{C})} < +\infty \) for all \( k \geq 0 \). We suppose that the following non-degeneracy condition holds: There exist \( \delta > 0 \) and \( R > 0 \) such that for all \( p \in \mathbb{C} \) we have \( \| g \|_{L^\infty(D_R(p))} \geq \delta \). Then there exists a smooth function \( \varphi : \mathbb{C} \to \mathbb{R} \) satisfying
\[
(-\Delta + 1) \varphi = -g, \quad \| \varphi \|_{C^k(\mathbb{C})} < +\infty \quad (\forall k \geq 0), \quad \sup_{z \in \mathbb{C}} \varphi(z) < 0.
\]
Here \( \Delta = \partial^2/\partial x^2 + \partial^2/\partial y^2 \).

**Proof.** We need the following sublemma.

**Sublemma 4.4.** Let \( \varphi : \mathbb{C} \to \mathbb{R} \) be a function of class \( C^2 (\varphi \in C^2_{\text{loc}}) \). Suppose that the norms \( \| \varphi \|_{L^\infty(\mathbb{C})} \) and \( \| (-\Delta + 1) \varphi \|_{L^\infty(\mathbb{C})} \) are both finite. Then
\[
\| \varphi \|_{L^\infty(\mathbb{C})} \leq 4 \| (-\Delta + 1) \varphi \|_{L^\infty(\mathbb{C})}.
\]

**Proof.** Take \( z_0 \in \mathbb{C} \) such that \( |\varphi(z_0)| \geq |\varphi|_{L^\infty(\mathbb{C})}/2 \). For simplicity, we suppose \( z_0 = 0 \). Moreover we suppose \( \varphi(0) \geq 0 \). (If \( \varphi(0) < 0 \), then we apply the following argument to \( -\varphi \).) We define \( w : \mathbb{C} \to \mathbb{R} \) by
\[
w(z) := \frac{1}{2\pi} \int_0^{2\pi} e^{(x \cos \theta + y \sin \theta)/\sqrt{2}} \, d\theta.
\]
w satisfies
\[
(-\Delta + 1/2)w = 0, \quad \min_{z \in \mathbb{C}} w(z) = w(0) = 1, \quad w(z) \to +\infty \quad (|z| \to +\infty).
\]
Then \( (-\Delta + 1)w = w/2 \geq 1/2 \). For \( \varepsilon > 0 \), set \( M := 2 \| (-\Delta + 1) \varphi \|_{L^\infty(\mathbb{C})} + \varepsilon > 0 \).
\[
(-\Delta + 1) (Mw - \varphi) \geq M/2 - (-\Delta + 1) \varphi = (\| (-\Delta + 1) \varphi \|_{L^\infty(\mathbb{C})} + \varepsilon/2) - (-\Delta + 1) \varphi \geq \varepsilon/2.
\]
Since the function \( Mw - \varphi \) is positive for \( |z| \gg 1 \), the weak minimum principle (Gilbarg–Trudinger [5, Chapter 3.1, Corollary 3.2]) implies that this function is non-negative everywhere. Hence
\[
\| \varphi \|_{L^\infty(\mathbb{C})}/2 \leq \varphi(0) \leq Mw(0) = M = 2 \| (-\Delta + 1) \varphi \|_{L^\infty(\mathbb{C})} + \varepsilon.
\]
Let \( \varepsilon \to 0 \). We get
\[
\| \varphi \|_{L^\infty(\mathbb{C})} \leq 4 \| (-\Delta + 1) \varphi \|_{L^\infty(\mathbb{C})}.
\]

Let \( \phi_n : \mathbb{C} \to [0, 1] (n \geq 1) \) be a cut-off function such that \( \phi_n = 1 \) over \( D_n(0) \) and \( \text{supp}(\phi_n) \subset D_{n+1}(0) \). We want to solve the equation \( (-\Delta + 1) \varphi = -\phi_n g \). The following is a standard \( L^2 \)-argument.

Let \( L^2_1(\mathbb{C}) \) be the space of \( L^2 \)-functions \( \varphi : \mathbb{C} \to \mathbb{R} \) satisfying \( \partial \varphi/\partial x, \partial \varphi/\partial y \in L^2 \) with the inner product \( \langle \varphi, \varphi' \rangle_{L^2_1} := \langle \varphi, \varphi' \rangle_{L^2} + \langle \partial \varphi/\partial x, \partial \varphi'/\partial x \rangle_{L^2} + \langle \partial \varphi/\partial y, \partial \varphi'/\partial y \rangle_{L^2} \). Consider the bounded linear functional:
\[
L^2_1(\mathbb{C}) \to \mathbb{R}, \quad \varphi \mapsto -\langle \varphi, \phi_n g \rangle_{L^2}.
\]
From the Riesz representation theorem, there uniquely exists \( \varphi_n \in L^2_1(\mathbb{C}) \) satisfying \( \langle \varphi, \varphi_n \rangle_{L^2_1} = -\langle \varphi, \phi_n g \rangle_{L^2} \) for all \( \varphi \in L^2_1(\mathbb{C}) \). This implies \( (-\Delta + 1) \varphi_n = -\phi_n g \) as a
distribution. From the local elliptic regularity, \( \varphi_n \) is smooth and \( \| \varphi_n \|_{L^\infty(\mathbb{C})} < +\infty \). Then we can apply Sublemma 4.4 to \( \varphi_n \) and get
\[
\| \varphi_n \|_{L^\infty(\mathbb{C})} \leq 4 \| \phi_n g \|_{L^\infty(\mathbb{C})} \leq 4 \| g \|_{L^\infty(\mathbb{C})} < +\infty.
\]
By the local elliptic regularity, for every compact subset \( K \subset \mathbb{C} \) and \( k \geq 0 \), the sequence \( \| \varphi_n \|_{C^k(K)} \) \( (n \geq 1) \) is bounded. Then we can choose a subsequence \( n_1 < n_2 < n_3 < \cdots \) such that \( \varphi_{n_k} \) converges to some \( \varphi \) in \( C^\infty \) over every compact subset of \( \mathbb{C} \). \( \varphi \) satisfies \((-\Delta + 1)\varphi = -g \) and \( \| \varphi \|_{L^\infty(\mathbb{C})} \leq 4 \| g \|_{L^\infty(\mathbb{C})} \). By the elliptic regularity, \( \| \varphi \|_{C^k(\mathbb{C})} < +\infty \) for all \( k \geq 0 \).

Note that we have not used the non-degeneracy condition of the function \( g \) so far. We need it for the proof of the condition \( \sup_{z \in \mathbb{C}} \varphi(z) < 0 \).

Set \( M := \sup_{z \in \mathbb{C}} \varphi(z) \). There are \( z_n \in \mathbb{C} \) \( (n \geq 1) \) such that \( \varphi(z_n) \to M \). Set \( \varphi_n(z) := \varphi(z + z_n) \) and \( g_n(z) := g(z + z_n) \). Then
\[
(-\Delta + 1)\varphi_n = -g_n.
\]
The sequences \( \| \varphi_n \|_{C^k(\mathbb{C})} \) and \( \| g_n \|_{C^k(\mathbb{C})} \) \( (n \geq 1) \) are bounded for every \( k \geq 0 \). Hence by choosing a subsequence (denoted also by \( \varphi_n \) and \( g_n \)), we can assume that \( \varphi_n \) and \( g_n \) converge to \( \varphi_\infty \) and \( g_\infty \) respectively in \( C^\infty \) over every compact subset of \( \mathbb{C} \). They satisfy
\[
g_\infty \geq 0, \quad (-\Delta + 1)\varphi_\infty = -g_\infty \leq 0, \quad \varphi_\infty(z) \leq \varphi_\infty(0) = M.
\]
From the non-degeneracy condition of \( g \), the function \( g_\infty \) is not zero. Hence if \( \varphi_\infty \) is a constant, then \( \varphi_\infty = -g_\infty \) is a negative constant function and \( M < 0 \). If \( \varphi_\infty \) is not a constant, then the strong maximum principle [5, Chapter 3.2, Theorem 3.5] implies that \( \varphi_\infty \) cannot achieve a non-negative maximum value. Hence \( M = \varphi_\infty(0) = \max_{z \in \mathbb{C}} \varphi_\infty(z) < 0 \).

Recall that \( f : \mathbb{C} \to \mathbb{CP}^N \) is a Brody curve and \( E = f^*T\mathbb{CP}^N \). For \( a \in \Omega^{0,1}(E) \) we have the Weintzenböck formula:
\[
\bar{\partial}\partial^*a = \frac{1}{2} \nabla^*\nabla a + \Theta a,
\]
where \( \Theta := [\nabla_{\partial/\partial z_1} \nabla_{\partial/\partial z_2}] \) is the curvature operator. The crucial fact for the analysis of this paper is that the holomorphic bisectional curvature of the Fubini–Study metric is positive. From this, there exists a positive constant \( c \) such that
\[
h(\Theta a, a) \geq c|df|^2|a|^2.
\]
This means that the curvature operator is positive where \( |df| \) is positive. The non-degeneracy condition of the map \( f \) enters into the argument through this point; see the condition (ii) of Definition-Lemma 1.3. In the next lemma we will prove that if \( f \) is non-degenerate then we can perturb the Hermitian metric \( h \) so that the curvature is uniformly positive.

**Lemma 4.5.** Let \( f : \mathbb{C} \to \mathbb{CP}^N \) be a non-degenerate Brody curve. There is a smooth function \( \varphi : \mathbb{C} \to \mathbb{R} \) with \( \| \varphi \|_{C^k(\mathbb{C})} < +\infty \) \( (\forall k \geq 0) \) satisfying the following. Let \( \Theta_\varphi \) be the curvature of the Hermitian metric \( h_\varphi := e^{\varphi}h \). Then there is \( c' > 0 \) such that
\[
h_\varphi(\Theta_\varphi a, a) \geq c'|a|^2_{h_\varphi}
\]
for all \( a \in \Omega^{0,1}(E) \).
Proof. We have $\Theta_{\varphi}a = \frac{-\Delta_{\varphi}}{4}a + \Theta a$ for $a \in \Omega^{0,1}(E)$, and hence

$$h_{\varphi}(\Theta_{\varphi}a, a) = e^{\varphi} \left( -\frac{\Delta_{\varphi}}{4} |a|^2_h + h(\Theta a, a) \right) \geq e^{\varphi} \left( -\frac{\Delta_{\varphi}}{4} + c|df|^2 \right) |a|^2_h.$$  

By the non-degeneracy of $f$ and Lemma 4.3, there is a smooth function $\varphi : \mathbb{C} \to \mathbb{R}$ satisfying

$$(-\Delta + 1)\varphi = -4c|df|^2; \quad \|\varphi\|_{C^k(\mathbb{C})} < +\infty \quad (\forall k \geq 0), \quad \sup_{z \in \mathbb{C}} \varphi(z) < 0.$$  

Then

$$h_{\varphi}(\Theta_{\varphi}a, a) \geq e^{\varphi}(-\varphi/4)|a|^2_h = (-\varphi/4)|a|^2_h \geq \left( -\sup_{z \in \mathbb{C}} \varphi(z)/4 \right) |a|^2_h.$$  

Hence $c' := -\sup_{z \in \mathbb{C}} \varphi(z)/4 > 0$ satisfies the statement. \hfill \Box

In our convention, the Fubini–Study metric $g_{ij}$ on $\mathbb{C}P^N$ is given by

$$g_{ij} = \frac{1}{2\pi} \left( \partial_{z_i} \partial_{\bar{z}_j} \log(1 + |z_1|^2 + \cdots + |z_N|^2) \right)$$

over $\{[1 : z_1 : \cdots : z_N] \} \subset \mathbb{C}P^N$. The spherical derivative $|df|(z)$ for a holomorphic curve $f : \mathbb{C} \to \mathbb{C}P^N$ satisfies

$$f^* \left( \sqrt{-1} \sum g_{ij} dz_i d\bar{z}_j \right) = |df|^2 dxdy.$$

The Fubini–Study metric $g_{ij}$ satisfies the Kähler–Einstein equation

$$\text{Ric}_{ij} = -\frac{\partial^2}{\partial z_i \partial \bar{z}_j} \log(\det(g_{kl})) = 2\pi(N + 1)g_{ij}.$$  

From this, the curvature operator $\Theta = [\nabla_{\partial/\partial z}, \nabla_{\partial/\partial \bar{z}}]$ in (5) satisfies

$$\frac{-\sqrt{-1}}{2\pi} \text{tr}(\Theta) dz d\bar{z} = (N + 1)|df|^2 dxdy$$

since $\text{tr}(\Theta) dz d\bar{z} = f^*(\sum \text{Ric}_{ij} dz_i d\bar{z}_j)$. The equation (7) will be used in the proof of Proposition 4.6. Note that the form $(\sqrt{-1}/2\pi)\text{tr}(\Theta) dz d\bar{z}$ is the Chern form representing $c_1(E)$ although we have $c_1(E) = 0$ because $H^2(\mathbb{C}; \mathbb{Z}) = 0$.

4.3. $L^\infty$-estimate. Let $f : \mathbb{C} \to \mathbb{C}P^N$ be a non-degenerate Brody curve, and let $\varphi : \mathbb{C} \to \mathbb{R}$ be a smooth function introduced in Lemma 4.3. Propositions 4.6 and 4.7 below essentially use the positivity of the curvature $\Theta_{\varphi}$.

The following $L^\infty$-estimate was proved in [21, Proposition 4.2].

**Proposition 4.6.** Let $a \in \Omega^{0,1}(E)$ be an $E$-valued $(0, 1)$-form of class $C^2$ ($a \in C^2_{\text{loc}}$). Set $b := \Box_{\varphi}a$. If $\|a\|_{L^\infty(\mathbb{C})}$, $\|b\|_{L^\infty(\mathbb{C})} < +\infty$, then

$$\|a\|_{L^\infty(\mathbb{C})} \leq \text{const}_{f, \varphi} \|b\|_{L^\infty(\mathbb{C})}.$$  

**Proof.** The proof is similar to the proof of Sublemma 4.4. For the detail, see [21, pp. 1648–1649]. \hfill \Box

**Proposition 4.7.** Let $b \in L^2_{2, \text{loc}}(\Lambda^{0,1}(E))$ and suppose $\|b\|_{L^\infty(\mathbb{C})} < +\infty$. Then there uniquely exists $a \in L^2_{4, \text{loc}}(\Lambda^{0,1}(E))$ satisfying

$$\Box_{\varphi}a = b, \quad \|a\|_{L^\infty(\mathbb{C})} < +\infty.$$  

Moreover $\|a\|_{L^\infty(\mathbb{C})} + \|\nabla a\|_{L^\infty(\mathbb{C})} \leq \text{const}_{f, \varphi} \|b\|_{L^\infty(\mathbb{C})}$.\hfill \Box
Proof. The uniqueness follows from Proposition 4.6 (Note the Sobolev embedding $L^2_{4,loc} \hookrightarrow C^2_{loc}$ in $\mathbb{R}^2$.). So the problem is the existence. We have the Weintzenböck formula: for $a \in \Omega^{0,1}(E)$

$$\Box_a = \frac{1}{2} \nabla^* \nabla_a + \Theta_a,$$

where $\nabla_a$ is the unitary connection on $E$ with respect to the metric $h_a = e^\varphi h$. $\Theta_a$ satisfies the positivity condition in Lemma 4.3.

Let $\phi_n : \mathbb{C} \to [0,1]$ be a cut-off function such that $\phi_n = 1$ over $D_n(0)$ and $\text{supp}(\phi_n) \subset D_{n+1}(0)$. From the positivity of the curvature, as in the proof of Lemma 4.3, a standard $L^2$-argument shows that there is $a_n \in L^2_1(\Lambda^{0,1}(E))$ (the space of $L^2$-sections $a$ of $\Lambda^{0,1}(E)$ satisfying $\nabla_a a \in L^2$) satisfying $\Box_a a_n = \phi_n b$ as a distribution. For the detail, see [21, Lemma 5.3]. The local elliptic regularity implies $a_n \in L^2_{4,loc}$. By Lemmas 4.1(i) and 4.2

$$\|a_n\|_{L^\infty(\mathbb{C})} \leq \text{const} \|a_n\|_{L^2_2} \leq \text{const}_\varphi \left( \|a_n\|_{L^\infty} + \|\Box_a a_n\|_{L^2_2} \right) \leq \text{const}_\varphi \left( \|a_n\|_{L^2_2} + \|\phi_n b\|_{L^\infty(\mathbb{C})} \right) < +\infty.$$

By Proposition 4.6 we have $\|a_n\|_{L^\infty(\mathbb{C})} \leq \text{const}_{f,\varphi} \|\phi_n b\|_{L^\infty(\mathbb{C})} \leq \text{const}_{f,\varphi} \|b\|_{L^\infty(\mathbb{C})}$. Then for any compact set $K \subset \mathbb{C}$ the sequence $\|a_n\|_{L^2_2(K)}$ ($n \geq 1$) is bounded. By choosing a subsequence $n_1 < n_2 < n_3 < \cdots$, the sequence $a_{n_k}$ converges to some $a$ weakly in $L^2_2(D_R(0))$ (and hence strongly in $L^\infty(D_R(0))$) for every $R > 0$. $a$ satisfies $\Box_a a = b$, and $\|a\|_{L^\infty(\mathbb{C})} \leq \sup_{n \geq 1} \|a_n\|_{L^\infty(\mathbb{C})} \leq \text{const}_{f,\varphi} \|b\|_{L^\infty(\mathbb{C})}$. By the local elliptic regularity $a \in L^2_{4,loc}$. By Lemmas 4.1(ii) and 4.2

$$\|a\|_{L^\infty(\mathbb{C})} + \|\nabla a\|_{L^\infty(\mathbb{C})} \leq \text{const} \|a\|_{L^\infty_3} \leq \text{const}_{f,\varphi} \left( \|a\|_{L^\infty_3} + \|b\|_{L^\infty_3} \right) \leq \text{const}_{f,\varphi} \|b\|_{L^\infty(\mathbb{C})}.$$

4.4. Deformation theory. Let $f : \mathbb{C} \to CP^N$ be a non-degenerate Brody curve with $\|df\|_{L^\infty(\mathbb{C})} < 1$. In this subsection we study a deformation of $f$ and prove Proposition 3.1. Gromov [11, pp. 399–400, Projective interpolation theorem] studied a different kind of deformation theory. Our argument is a generalization of the deformation theory of elliptic Brody curves developed in [21].

Consider the following map (see McDuff–Salamon [16, p. 40]):

$$\Phi : \ell^\infty L^2_3(E) \to \ell^\infty L^2_3(\Lambda^{0,1}(E)), \quad u \mapsto Pu(\bar{\partial} \exp u) \otimes d\bar{z}.$$

Here $\exp u = \exp_{f(z)} u(z)$ is defined by the exponential map of the Fubini–Study metric, and

$$\bar{\partial} \exp u := \frac{1}{2} \left( \frac{\partial}{\partial x} \exp u + J \frac{\partial}{\partial y} \exp u \right) \quad (J: \text{complex structure of } CP^N).$$

$Pu(z) : T_{exp_{f(z)}(u(z))} CP^N \to T_{f(z)} CP^N$ is the parallel translation along the geodesic $exp_{f(z)}(tu(z))$ ($0 \leq t \leq 1$).

$\Phi$ is a smooth map between the Banach spaces. $\Phi(0) = 0$ and the derivative of $\Phi$ at the origin is equal to the Dolbeault operator:

$$d\Phi_0 = \bar{\partial} : \ell^\infty L^2_3(E) \to \ell^\infty L^2_3(\Lambda^{0,1}(E)).$$

**Proposition 4.8.** There is a bounded linear operator $Q : \ell^\infty L^2_3(\Lambda^{0,1}(E)) \to \ell^\infty L^2_3(E)$ satisfying $\bar{\partial} \circ Q = 1.$
Proof. We will prove that the map
\[ \Box_\varphi = \bar{\partial} \partial^* : \ell^\infty L^2_3(\Lambda^{0,1}(E)) \to \ell^\infty L^2_2(\Lambda^{0,1}(E)) \]
is an isomorphism. (\(\varphi : \mathbb{C} \to \mathbb{R}\) is a smooth function introduced in Lemma \[4.5]\)) Then \(Q := \bar{\partial} \partial^* \Box_\varphi^{-1} : \ell^\infty L^2_3(\Lambda^{0,1}(E)) \to \ell^\infty L^2_3(\Lambda^{0,1}(E))\) becomes a right inverse of \(\bar{\partial}\). The injectivity of the map \((8)\) directly follows from the \(L^\infty\)-estimate in Proposition \[4.6]\.

On the other hand, by Proposition \[4.7\] for every \(b \in \ell^\infty L^2_3(\Lambda^{0,1}(E))\) there is \(a \in L^\infty \cap L^2_{1,\text{loc}}(\Lambda^{0,1}(E))\) satisfying \(\Box_\varphi a = b\). By Lemma \[4.2\] \(a \in \ell^\infty L^2_2\). Thus the map \((8)\) is surjective.

Let \(H_f\) be the Banach space of all \(L^\infty\)-holomorphic sections of \(E\) introduced in Section \[3\]. \(H_f\) is equal to the kernel of the map \(\bar{\partial} : \ell^\infty L^2_3(\Lambda^{0,1}(E)) \to \ell^\infty L^2_3(\Lambda^{0,1}(E))\) by Lemmas \[4.1\] and \[4.2\]. Moreover the norms \(\|\|_{L^2_k}\) \((k \geq 0)\) are all equivalent to the norm \(\|\|_{L^\infty_{\text{loc}}}\) over \(H_f\).

From Proposition \[4.8\] and the implicit function theorem, there are \(r > 0\) and a smooth map \(\alpha : \{u \in H_f | \|u\|_{L^\infty_{\text{loc}}} < r\} \to \text{Im} Q\) \((\text{Im} Q \subset \ell^\infty L^2_3(E)\) is a closed subspace) such that
\[ \Phi(u + \alpha(u)) = 0, \quad \alpha(0) = 0, \quad d\alpha_0 = 0. \]
The first and second conditions imply that \(f_u := \exp f(u + \alpha(u))\) becomes a holomorphic curve with \(f_0 = f\). The third condition implies that for any \(\varepsilon > 0\) there exists \(0 < \delta < r\) such that if \(u, v \in H_f\) satisfy \(\|u\|_{L^\infty_{\text{loc}}} \leq \delta\), then \(\|u - v\|_{L^\infty_{\text{loc}}} \leq \varepsilon\). The latter gives \(\|u - v\|_{L^\infty_{\text{loc}}} \leq \varepsilon\).

Proof of Proposition \[3.1\] Since \(\|df\|_{L^\infty_{\text{loc}}} < 1\), if \(\delta \ll 1\), the holomorphic curves \(f_u\) \((u \in B_\delta(H_f))\) satisfy \(\|df_u\|_{L^\infty_{\text{loc}}} \leq 1\). We will prove that if \(0 < \delta < r\) is sufficiently small, then the map
\[ B_\delta(H_f) \ni u \mapsto f_u \in \mathcal{M}(\mathbb{C}P^N) \]
satisfies the conditions in Proposition \[3.1\]. The condition (i) \((f_0 = f)\) is OK. So we want to prove the condition (ii).

We choose \(0 < \delta < r\) sufficiently small so that all \(u, v \in B_\delta(H_f)\) satisfy
\[ \|\alpha(u) - \alpha(v)\|_{L^\infty_{\text{loc}}} \leq (1/20) \|u - v\|_{L^\infty_{\text{loc}}}, \]
and that if \(v_1, v_2 \in T_f \mathbb{C}P^N\) are two tangent vectors satisfying \(|v_1|, |v_2| \leq 2\delta\), then
\[ |d(\exp(v_1), \exp(v_2)) - |v_1 - v_2| \leq (1/20) |v_1 - v_2|. \]
The former condition comes from \(d\alpha_0 = 0\), and the latter is just a standard property of the exponential map. Then all \(u, v \in B_\delta(H_f)\) satisfy
\[ |d(\exp(u + \alpha(u)), \exp(v + \alpha(v))) - |u + \alpha(u) - v - \alpha(v)|| \leq (1/20) |u + \alpha(u) - v - \alpha(v)| \]
\[ \leq (1/20) |u - v|_{L^\infty_{\text{loc}}} + (1/20) \|\alpha(u) - \alpha(v)\|_{L^\infty_{\text{loc}}} \]
\[ \leq (1/20 + 1/400) |u - v|_{L^\infty_{\text{loc}}}, \]
and
\[ |u + \alpha(u) - v - \alpha(v)| - |u - v| \leq |\alpha(u) - \alpha(v)| \leq (1/20) |u - v|_{L^\infty_{\text{loc}}}. \]
These inequalities imply the condition (ii):
\[ |d(\exp(u + \alpha(u)), \exp(v + \alpha(v))) - |u - v|| \leq (1/8) \|u - v\|_{L^\infty(\mathbb{C})}. \]

\[ \square \]

5. Study of \( H_f \): proof of Proposition 3.2

In this section we prove Proposition 3.2. Let \( R > 0 \), and let \( \Lambda = [a_1, b_1] \times [a_2, b_2] \subset \mathbb{C} \) be an \( R \)-square (i.e. \( b_1 = a_1 + R \) and \( b_2 = a_2 + R \)). For \( 0 < r < R/2 \), we set
\[ \partial_r \Lambda = \{([a_1, a_1 + r] \cup (b_1 - r, b_1]) \times [a_2, b_2]\} \cup \{([a_1, b_1] \times ([a_2, a_2 + r] \cup (b_2 - r, b_2])\}. \]

This notation is used only in this section. It conflicts with the notation \( \partial_r \Omega \) introduced in Section 2.1. The following is a preliminary version of Proposition 3.2.

**Proposition 5.1.** Let \( f : \mathbb{C} \to \mathbb{C}P^N \) be a Brody curve. Let \( \varepsilon > 0 \), and let \( \Lambda \subset \mathbb{C} \) be an \( R \)-square with \( R > 2 \). Then there exists a finite dimensional complex linear subspace \( W \subset \Omega^0(E) \) (the space of \( C^\infty \)-sections of \( E = f^*T\mathbb{C}P^N \)) satisfying the following three conditions:

(i) \[ \dim_C W \geq (N + 1) \int _\Lambda |df|^2 dx dy - C_\varepsilon R, \]
where \( C_\varepsilon \) is a constant depending only on \( \varepsilon \). The important point is that it is independent of \( R \).

(ii) All \( u \in W \) satisfy \( u = 0 \) outside of \( \Lambda \).

(iii) All \( u \in W \) satisfy \( \|\partial u\|_{L^\infty(\mathbb{C})} \leq \varepsilon \|u\|_{L^\infty(\mathbb{C})} \).

**Proof.** Set \( \Lambda = [a_1, b_1] \times [a_2, b_2] \). Let \( \varphi_i : \mathbb{R} \to \mathbb{R} \) (\( i = 1, 2 \)) be smooth functions such that \( 0 \leq \varphi_i \leq 1 \), \( \varphi_i(x) = x \) over \([a_i + 1/2, b_i - 1/2] \), \( \varphi_i(x) = \varphi_i(a_i + 1/4) \) over \( x \leq a_i + 1/4 \) and \( \varphi_i(x) = \varphi_i(b_i - 1/4) \) over \( x \geq b_i - 1/4 \). Moreover we assume that, for \( k \geq 1 \), \( |\varphi_i^{(k)}| \leq \text{const}_k \) (depending only on \( k \geq 1 \)).

We define a \( C^\infty \)-map \( \tilde{f} : \mathbb{C} \to \mathbb{C}P^N \) by \( \tilde{f}(x + \sqrt{-1}y) := f(\varphi_1(x) + \sqrt{-1}\varphi_2(y)) \). We have \( |df(z)| := \max_{u \in T_{\mathbb{C}P^N}, |u| = 1} |df(u)| \leq 1 \) for all \( z \in \mathbb{C} \). Let \( \tilde{E} := f^*T\mathbb{C}P^N \) be the pull-back of \( T\mathbb{C}P^N \) by \( \tilde{f} \). \( \tilde{E} \) is a complex vector bundle over \( C \) with the Hermitian metric \( \tilde{h} \) (the pull-back of the Fubini–Study metric) and the unitary connection \( \tilde{\nabla} \) (the pull-back of the Levi-Civita connection on \( T\mathbb{C}P^N \)). From the definition of \( \tilde{f} \), the connection \( \tilde{\nabla} \) is flat over \( \partial_{1/4} \Lambda \). Flat connections over \( \partial_{1/4} \Lambda \) are classified by their holonomy maps \( \pi_1(\partial_{1/4} \Lambda) \to U(N) \). Hence there is a bundle trivialization (as a Hermitian vector bundle) \( g \) of \( \tilde{E} \) over \( \partial_{1/4} \Lambda \) such that \( g(\tilde{\nabla}) = d + A \) (\( A \): connection matrix) satisfies
\[ |A|_{C^k(\partial_{1/4} \Lambda)} \leq \text{const}_k \quad (k \geq 0). \]

Here \( \text{const}_k \) are universal constants depending only on \( k \). The important point is that they are independent of \( R \). Let \( \psi : \Lambda \to [0, 1] \) be a cut-off function such that \( \psi = 1 \) over \( \Lambda \setminus \partial_{1/5} \Lambda \), \( \psi = 0 \) over \( \partial_{1/6} \Lambda \), and \( \|\psi\|_{C^k(\Lambda)} \leq \text{const}_k \). We define a unitary connection \( \nabla' \) on \( \tilde{E} \) over \( \Lambda \) by \( \nabla' := g^{-1}(d + \psi A) \). We have \( \nabla' = \tilde{\nabla} \) over \( \Lambda \setminus \partial_{1/5} \Lambda \). Under the trivialization \( g \), the metric \( \tilde{h} \) and the connection \( \nabla' \) are equal to the standard metric and the product connection of \( \partial_{1/6} \Lambda \times \mathbb{C}^N \) over \( \partial_{1/6} \Lambda \).
Consider an elliptic curve \( \mathbb{T} := \mathbb{C}/(R\mathbb{Z} + R\sqrt{-1}\mathbb{Z}) \), and let \( \pi : \mathbb{C} \to \mathbb{T} \) be the natural projection. We define a complex vector bundle \( E' \) over \( \mathbb{T} \) as follows. Let \( E' = \tilde{E} \) over \( \pi(\Lambda \setminus \partial_1/5\Lambda) \cong \Lambda \setminus \partial_1/5\Lambda \), and \( E'|_{\pi(\partial_1/4\Lambda)} \) is equal to the product bundle \( \pi(\partial_1/4\Lambda) \times \mathbb{C}^N \). We glue these by the map \( g \). The metric \( \tilde{h} \) and the connection \( \nabla' \) naturally descend to the metric and connection on \( E' \) (also denoted by \( h \) and \( \nabla' \)).

Let \( \Theta' := [\nabla'_{\partial_1/2z}, \nabla'_{\partial_1/2\bar{z}}] \) be the curvature of \( \nabla' \). From the definition, \( \Theta' = [\nabla_{\partial_1/2z}, \nabla_{\partial_1/2\bar{z}}] \) over \( \pi(\Lambda \setminus \partial_1/2\Lambda) \cong \Lambda \setminus \partial_1/2\Lambda \), and \( |\Theta'| \leq \text{const} \) (a universal constant) all over \( \mathbb{T} \). Then by (7)

\[
\int_\mathbb{T} c_1(E') = \frac{-1}{2\pi} \int_\mathbb{T} \text{tr}(\Theta')dzd\bar{z} \geq (N + 1) \int_\Lambda |df|^2dxdy - \text{const} \cdot R.
\]

Let \( \overline{\partial}_{\mathcal{V}'} : \Omega^{0}(E') \to \Omega^{0,1}(E') \) be the Dolbeault operator over \( \mathbb{T} \) twisted by the unitary connection \( \nabla' \) (i.e. the \((0,1)\)-part of the covariant derivative \( \nabla' : \Omega^0(E) \to \Omega^1(E) \)). Let \( H^0_{\mathcal{V}'}, \) be the space of \( u \in \Omega^0(E') \) satisfying \( \overline{\partial}_{\mathcal{V}'} u = 0 \). From the Riemann–Roch formula and the above (9)

\[
\dim \mathbb{C} H^0_{\mathcal{V}'} \geq \int_\mathbb{T} c_1(E') \geq (N + 1) \int_\Lambda |df|^2dxdy - \text{const} \cdot R.
\]

Lemma 5.2. For all \( u \in H^0_{\mathcal{V}'}, \)

\[ \|\nabla' u\|_{L^\infty(\mathbb{T})} \leq K \|u\|_{L^\infty(\mathbb{T})}. \]

Here \( K \) is a universal constant (independent of \( f, R, \Lambda \)).

Proof. The connection \( \nabla' \) has the following property: There is a universal constant \( r > 0 \) such that for every \( p \in \mathbb{T} \) there is a bundle trivialization \( v \) of a Hermitian vector bundle \( E' \) over \( D_r(p) \) satisfying \( v(\nabla') = d + A' \) with

\[ |A'|_{L^k(D_r(p))} \leq \text{const}_k \quad (k \geq 0). \]

Then the result follows from the elliptic regularity. \( \square \)

Let \( \tau = \tau(\varepsilon) > 0 \) be a small number which will be fixed later. We take points \( p_1, \ldots, p_M \in \pi(\partial_1\Lambda) \) with \( M \leq \text{const} \cdot R \) such that for every \( p \in \pi(\partial_1\Lambda) \) there is \( p_i \) satisfying \( d(p, p_i) \leq \tau \). We define \( V \subset H^0_{\mathcal{V}}, \) as the space of \( u \in H^0_{\mathcal{V}} \) satisfying \( u(p_i) = 0 \) for all \( i = 1, \ldots, M \). From (10),

\[
\dim \mathbb{C} V \geq \dim \mathbb{C} H^0_{\mathcal{V}'} - \dim \mathbb{C} \left( \bigoplus_{i=1}^M E^0_{p_i} \right) \geq (N + 1) \int_\Lambda |df|^2dxdy - C\varepsilon R.
\]

Let \( u \in V \) and \( p \in \pi(\partial_1\Lambda) \). Take \( p_i \) satisfying \( d(p, p_i) \leq \tau \). From \( u(p_i) = 0 \) and Lemma 5.2

\[ |u(p)| \leq \tau \|\nabla' u\|_{L^\infty(\mathbb{T})} \leq \tau K \|u\|_{L^\infty(\mathbb{T})}. \]

We choose \( \tau > 0 \) so that \( \tau K < 1 \). Then the maximum of \( |u| \) is attained in \( \mathbb{T} \setminus \pi(\partial_1\Lambda) \).

Let \( \phi : \mathbb{C} \to [0, 1] \) be a cut-off such that \( \phi = 1 \) over \( \Lambda \setminus \partial_1\Lambda \), \( \text{supp}(\phi) \) is contained in the interior of \( \Lambda \setminus \partial_1/2\Lambda \), and \( |\phi| \leq 10 \). For \( u \in V \), we set \( u' := \phi u \). Here we identify the region \( \Lambda \setminus \partial_1/2\Lambda \) with \( \pi(\Lambda \setminus \partial_1/2\Lambda) \) where we have \( E' = E \), and we consider \( u' \) as a section of \( E \) over the plane \( \mathbb{C} \). Set \( W := \{u'| u \in V \} \). We have \( \|u'\|_{L^\infty(\mathbb{C})} = \|u\|_{L^\infty(\mathbb{T})} \). Hence, by (11), we get the condition (i):

\[
\dim \mathbb{C} W = \dim \mathbb{C} V \geq (N + 1) \int_\Lambda |df|^2dxdy - C\varepsilon R.
\]
The condition (ii) is obviously satisfied. \( \bar{\partial}u' = \bar{\partial} \phi \otimes u \) is supported in \( \partial_1 \Lambda \).

\[
\| \bar{\partial}u' \|_{L^\infty(\mathbb{C})} \leq 10 \| u \|_{L^\infty(\partial_1 \Lambda)} \leq 10\tau K \| u \|_{L^\infty(T)} = 10\tau K \| u' \|_{L^\infty(\mathbb{C})}.
\]

We choose \( \tau > 0 \) so that \( 10\tau K \leq \varepsilon \). Then the condition (iii) is satisfied. \( \square \)

**Proof of Proposition 3.2** Let \( \varepsilon > 0 \) be a small number which will be fixed later. By Proposition 4.7 for this \( \varepsilon \) and any \( R \)-square \( \Lambda \) \((R > 2)\), there is a finite dimensional complex linear subspace \( W \subset \Omega^0(E) \) satisfying the conditions (i), (ii), (iii) in Proposition 5.1. By Proposition 4.7 there is a linear map

\[
W \to \Omega^{0,1}(E), \quad u \mapsto a,
\]

such that

\[
\bar{\partial} \bar{\partial} \varphi a = \bar{\partial}u, \quad \| \bar{\partial} \varphi a \|_{L^\infty(\mathbb{C})} \leq C'_f \| \bar{\partial} u \|_{L^\infty(\mathbb{C})} \leq C'_f \cdot \varepsilon \| u \|_{L^\infty(\mathbb{C})}.
\]

Set \( u' := u - \bar{\partial} \varphi a \). Then \( \bar{\partial} u' = 0 \) and \( \| u' \|_{L^\infty(\mathbb{C})} \geq (1 - C'_f \varepsilon) \| u \|_{L^\infty(\mathbb{C})} \). We choose \( \varepsilon > 0 \) so that \( 1 - C'_f \varepsilon > 0 \). We set \( V := \{ u' | u \in W \} \). Then \( V \subset H_f \) and

\[
\dim_C V = \dim_C W \geq (N + 1) \int_\Lambda |df|^2 dx dy - C_\varepsilon R.
\]

For \( u \in W \) (recall supp\((u) \subset \Lambda)\)

\[
\| u' \|_{L^\infty(\mathbb{C})} \leq (1 + C'_f \varepsilon) \| u \|_{L^\infty(\mathbb{C})} = (1 + C'_f \varepsilon) \| u \|_{L^\infty(\Lambda)},
\]

\[
\| u' \|_{L^\infty(\Lambda)} \geq (1 - C'_f \varepsilon) \| u \|_{L^\infty(\Lambda)}.
\]

Hence

\[
\| u' \|_{L^\infty(\mathbb{C})} \leq \frac{1 + C'_f \varepsilon}{1 - C'_f \varepsilon} \| u' \|_{L^\infty(\Lambda)}.
\]

We choose \( \varepsilon > 0 \) so small that

\[
\frac{1 + C'_f \varepsilon}{1 - C'_f \varepsilon} \leq 2.
\]

\( \square \)

6. **INFINITE GLUING: PROOF OF THEOREM 1.7**

We prove Theorem 1.7 in this section. Our method is gluing; we glue infinitely many rational curves to a (possibly degenerate) Brody curve \( f : \mathbb{C} \to \mathbb{C}P^N \), and construct a non-degenerate one.


First we establish a result on gluing one rational curve.
Proposition 6.1. There are $\delta_0 > 0$, $R_0 > 0$ and $K > 0$ satisfying the following statement. Let $f : \mathbb{C} \to \mathbb{C}P^N$ be a Brody curve. If $f$ satisfies $|df_{L^\infty(D_R(p))}| < \delta_0$ for some $p \in \mathbb{C}$ and $R \geq R_0 + 1$, then there exists a holomorphic curve $g : \mathbb{C} \to \mathbb{C}P^N$ satisfying the following three conditions:

(i) $\delta_0 \leq |dg|_{L^\infty(D_R(p))} \leq 2/3$.
(ii) $|dg(z)-df(z)| \leq K/|z-p|^3$ over $|z-p| > R$.
(iii) $d(f(z), g(z)) \leq K/|z-p|^3$ for $z \neq p$.

Proof. The proof is just a calculation. It may be helpful for some readers to consider the case of $N = 1$ by themselves. Let $\varepsilon > 0$ be a sufficiently small number. $\delta_0$, $R_0$, $K$ and $\varepsilon$ will be fixed later. Several conditions will be imposed on them through the argument, but basically they need to satisfy

$$
\delta_0 \ll \frac{\varepsilon}{R_0}, \quad R_0 \gg 1, \quad \varepsilon \ll \frac{1}{R_0^4}.
$$

Fix $a > 0$ so that the curve $q : \mathbb{C} \to \mathbb{C}P^N$ defined by $q(z) := [1 : a/z^3 : \cdots : a/z^3]$ satisfies $|dq|_{L^\infty(\mathbb{C})} = 1/12$. Here

$$
|dq(z)| = \frac{3a\sqrt{N}r^2}{\sqrt{\pi}(r^6 + Na^2)} \quad (r = |z|).
$$

We can suppose $|dq|_{L^\infty(D_{R_0}(0))} = 1/12$ since we choose $R_0 \gg 1$.

From the symmetry we can assume $p = 0$ and $f(0) = [1 : 0 : \cdots : 0]$. Let $f(z) = [1 : f_1(z) : \cdots : f_N(z)]$ where $f_i(z)$ are meromorphic functions in $\mathbb{C}$. Since $|df| \leq \delta_0$ over $|z| \leq R$ with $R \geq R_0 + 1$, if we choose $\delta_0$ sufficiently small ($\delta_0 \ll \varepsilon/R_0$), we have

$$
|f_i(z)| \leq \varepsilon, \quad |f_i'(z)| \leq \varepsilon \quad (|z| \leq R_0).
$$

Set $g_i(z) := f_i(z) + a/z^3$, and we define $g : \mathbb{C} \to \mathbb{C}P^N$ by $g(z) := [1 : g_1(z) : \cdots : g_N(z)]$. We will prove that this map $g$ satisfies the conditions (i), (ii), (iii).

First we study the condition (iii). The Fubini–Study metric is given by

$$
ds^2 = \frac{\sum_{i=1}^{N} |dz_i|^2 + \sum_{1 \leq i < j \leq N} |z_j dz_i - z_i dz_j|^2}{\pi(1 + \sum |z_i|^2)^2} \quad \text{on } \{1 : z_1 : \cdots : z_N\}.
$$

Hence $ds^2 \leq \sqrt{2/\pi} \sum_{i=1}^{N} |dz_i|^2$. Thus for $f(z) = [1 : f_1(z) : \cdots : f_N(z)]$ and $g(z) = [1 : f_1(z) + a/z^3 : \cdots : f_N(z) + a/z^3]$ we get

$$
d(f(z), g(z)) \leq \sqrt{2/\pi} \sum_{i=1}^{N} |a/z^3|^2 = \frac{a\sqrt{2N/\pi}}{|z|^3}.
$$

Next we study the conditions (i) and (ii). We have

$$
|df(z)| = \frac{\sqrt{\sum |f_i'(z)|^2 + \sum_{i < j} |f_i'(z)f_j(z) - f_i(z)f_j'(z)|^2}}{\sqrt{\pi}(1 + \sum |f_i(z)|^2)},
$$

$$
|dg(z)| = \frac{\sqrt{\sum |g_i'(z)|^2 + \sum_{i < j} |g_i'(z)g_j(z) - g_i(z)g_j'(z)|^2}}{\sqrt{\pi}(1 + \sum |g_i(z)|^2)}.
$$
where
\[ g'_i = f'_i - \frac{3a}{z^4}, \quad g'_i g_j - g_i g'_j = (f'_i f_j - f_i f'_j) + \frac{3a}{z^4} (f'_i - f'_j). \]

Case 1: Suppose \( r := |z| \leq R_0 \). We will prove \( \delta_0 \leq \| dg \|_{L^\infty(D_{R_0}(0))} \leq 2/3 \).

From (12),
\[ |g_i(z)| \leq \varepsilon + \frac{a}{r^3} \leq \frac{2a}{r^3}, \quad |g'_i(z)| \geq \frac{3a}{r^4} - \varepsilon \geq \frac{3a}{2r^4}. \]

Here we have supposed \( \varepsilon \leq \min(a/R_0^3, 3a/(2R_0^3)) \). Then
\[ |dg| |(z) \geq \frac{\sqrt{N}(3a/(2r^4))}{\sqrt{\pi}(1 + 4Na^2/r^6)} = \frac{3a\sqrt{N}r^2}{2\sqrt{\pi}(r^6 + 4Na^2)} \geq \frac{3a\sqrt{N}r^2}{8\sqrt{\pi}(r^6 + Na^2)} = \frac{|dg|}{8}. \]

Hence \( \| dg \|_{L^\infty(D_{R_0}(0))} \geq (1/8) \| dq \|_{L^\infty(D_{R_0}(0))} = 1/96 \geq \delta_0 \). Here we have supposed \( \delta_0 \leq 1/96 \). On the other hand,
\[ |dg| (z) = \frac{\sqrt{\sum |3az^2 - z^6f'_i|^2 + \sum_{i<j} |z^6(f'_i f_j - f'_j f_i) + 3az^2(f_i - f_j) + az^3(f'_i - f'_j)|^2}}{\sqrt{\pi}(r^6 + \sum |a + z^3 f_i|^2)}. \]

From (12),
\[ |a + z^3 f_i| \geq a - \varepsilon R_0^3 \geq \frac{a}{2}, \quad \text{ (here we suppose } \varepsilon R_0^3 \leq a/2). \]

\[ r^6 + \sum |a + z^3 f_i|^2 \geq r^6 + \frac{Na^2}{4} \geq r^6 + Na^2. \]
\[ |3az^2 - z^6 f'_i| \leq 3ar^2 + r^6 \leq r^2(3a + R_0^3) \leq 4ar^2, \quad \text{ (we suppose } R_0^3 \leq a). \]
\[ |z^6(f'_i f_j - f'_j f_i) + 3az^2(f_i - f_j) + az^3(f'_i - f'_j)| \leq r^2(2\varepsilon^2 R_0^4 + 6a \varepsilon + 2a \varepsilon R_0) \leq \frac{ar^2}{\sqrt{(N/2)}}. \]

Here we have supposed \( 2\varepsilon^2 R_0^4 + 6a \varepsilon + 2a \varepsilon R_0 \leq a/\sqrt{(N/2)} \). Then
\[ |dg| (z) \leq \frac{4ar^2\sqrt{16N+1}}{\sqrt{\pi}(r^6 + Na^2)} \leq \frac{24ar^2\sqrt{N}}{\sqrt{\pi}(r^6 + Na^2)} = 8|dq|(z) \leq \frac{2}{3}, \quad \text{ (|dq| \leq 1/12).} \]

Thus we get \( \delta_0 \leq \| dq \|_{L^\infty(D_{R_0}(0))} \leq 2/3 \).

Case 2: Suppose \( |z| \geq R_0 \). We will prove \( \| df \| |(z) - |dg| |(z) \| \leq K/r^3 \) for an appropriate \( K > 0 \). We have
\[ ||f_i|^2 - |g_i|^2| \leq (|f_i| + |g_i|) \cdot |f_i - g_i| \leq (2|f_i| + a/r^3)(a/r^3) \leq (2|f_i| + a/R_0^3)(a/r^3), \]
\[ \sum ||f_i|^2 - |g_i|^2| \leq \frac{a}{r^3} \left( 2 \sum |f_i| + \frac{Na}{R_0^3} \right) \leq \frac{2a}{r^3} \left( 1 + \sum |f_i| \right). \]

(we suppose \( \frac{Na}{R_0^3} \leq 2 \)).

If \( |f_i| \geq a/r^3 \), then
\[ |g_i|^2 \geq (|f_i| - a/r^3)^2 \geq \frac{|f_i|^2}{2} - \frac{a^2}{r^6} \geq \frac{|f_i|^2}{2} - \frac{a^2}{R_0^6} \cdot \left( (x-y)^2 \geq \frac{x^2}{2} - y^2 \right). \]
If $|f_i| < a/r^3$, then
\[
|g_i|^2 \geq 0 > \frac{|f_i|^2}{2} - \frac{a^2}{r^6} \geq \frac{|f_i|^2}{2} - \frac{a^2}{R_0^6}.
\]
Therefore we always have $|g_i|^2 \geq |f_i|^2/2 - a^2/R_0^6$.

\[
1 + \sum |g_i|^2 \geq \left(1 - \frac{Na^2}{R_0^6}\right) \left(1 + \sum |f_i|^2\right) \left(\text{we suppose } \frac{Na^2}{R_0^6} \leq \frac{1}{2}\right).
\]

Hence
\[
\begin{align*}
1 + \sum |g_i|^2 &\geq \left(1 - \frac{Na^2}{R_0^6}\right) \left(1 + \sum |f_i|^2\right) \\
&= \frac{4a\sqrt{N+1} + 1}{r^3 (1 + \sum |f_i|^2)^{3/2}} \leq \frac{4a\sqrt{N+1}}{r^3 (1 + \sum |f_i|^2)}.
\end{align*}
\]

Then, from $g_i' = f_i' - 3a/z^4$ and the above (14),
\[
\frac{|g_i'|}{1 + \sum |g_i|^2} \leq \frac{|f_i'|}{1 + \sum |f_i|^2} \leq \frac{|f_i'|}{1 + \sum |f_i|^2} + \frac{3a}{r^3 (1 + \sum |f_i|^2)}.
\]

From $|df| \leq 1$, we have $|f_i'|/(1 + \sum |f_i|^2) \leq \sqrt{\pi}$. Hence the above is bounded by
\[
\frac{4a\sqrt{N+1}}{r^3} \left(\sqrt{\pi} + 3a/r^4\right) + 3a/r^4 \leq \frac{4a\sqrt{N+1}}{r^3} \left(\sqrt{\pi} + 3a\right) + \frac{3a}{r^3}.
\]

Here we have supposed $r \geq R_0 \geq 1$. Set $K_a := 4a\sqrt{N+1}(\sqrt{\pi} + 3a) + 3a$. Then
\[
\begin{align*}
|g_i'| &\leq \frac{3a}{r^3}.
\end{align*}
\]

From (14), for $i < j$,
\[
\frac{|g_i'g_j - g_j'g_i|}{1 + \sum |g_k|^2} - \frac{|f_i'f_j - f_j'f_i|}{1 + \sum |f_k|^2} \leq \frac{|g_i'g_j - g_j'g_i|}{1 + \sum |g_k|^2} \leq \frac{|g_i'g_j - g_j'g_i|}{1 + \sum |f_k|^2} + \frac{|f_i'f_j - f_j'f_i|}{1 + \sum |f_k|^2} \leq \frac{4a\sqrt{N+1}|g_i'g_j - g_j'g_i|}{r^3 (1 + \sum |f_k|^2)}.
\]

From $g_i'g_j - g_j'g_i = (f_i'f_j - f_j'f_i) + (3a/z^4)(f_i - f_j) + (a/z^3)(f'_i - f'_j)$, this is bounded by
\[
\begin{align*}
\frac{4a\sqrt{N+1}}{r^3} \left(\frac{|f_i'f_j - f_j'f_i|}{1 + \sum |f_k|^2} + \frac{3a(|f_i| + |f_j|)}{r^4 (1 + \sum |f_k|^2)^2} + \frac{a(|f'_i| + |f'_j|)}{r^3 (1 + \sum |f_k|^2)^2}\right)
\end{align*}
\]
From $|df| \leq 1$, 
\[ \frac{|f'_i f_j - f'_j f_i|}{1 + \sum |f_k|^2} \leq \sqrt{\pi}, \quad \frac{|f'_i| + |f'_j|}{1 + \sum |f_k|^2} \leq 2 \sqrt{\pi}. \]
Since $i < j$, 
\[ \frac{|f_i| + |f_j|}{1 + \sum |f_k|^2} \leq \frac{\sqrt{2} \sqrt{|f_i|^2 + |f_j|^2}}{1 + \sum |f_k|^2} \leq \sqrt{2}. \]
Hence the above (16) is bounded by 
\[ \frac{4a \sqrt{N + 1}}{r^3} \left( \sqrt{\pi} + \frac{3a \sqrt{2}}{r^4} + \frac{2a \sqrt{\pi}}{r^3} \right) + \frac{3a \sqrt{2}}{r^4} + \frac{2a \sqrt{\pi}}{r^3} \]
\[ \leq \frac{4a \sqrt{N + 1}}{r^3} \left( \sqrt{\pi} + 3a \sqrt{2} + 2a \sqrt{\pi} \right) + \frac{3a \sqrt{2}}{r^3} + \frac{2a \sqrt{\pi}}{r^3}. \]
Here $r \geq R_0 \geq 1$. Set $K'_a := 4a \sqrt{N + 1}(\sqrt{\pi} + 3a \sqrt{2} + 2a \sqrt{\pi}) + 3a \sqrt{2} + 2a \sqrt{\pi}$. Then 
\[ \frac{|g'_i g_j - g'_j g_i|}{1 + \sum |g_k|^2} - \frac{|f'_i f_j - f'_j f_i|}{1 + \sum |f_k|^2} \leq \frac{K'_a}{r^3}. \]
From this and (15), 
\[ ||dg|(z) - |df|(z)|| \leq (1/\sqrt{\pi}) \sqrt{N(K_a/r^3)^2 + \left( \frac{N}{2} \right)^2 (K'_a/r^3)^2} = \frac{\sqrt{NK_a^2 + (N/2)(K'_a)^2}}{\sqrt{\pi}r^3}. \]
Here we have used the inequality 
\[ \left| \sqrt{x_1^2 + \cdots + x_l^2} - \sqrt{y_1^2 + \cdots + y_l^2} \right| \leq \sqrt{(x_1 - y_1)^2 + \cdots + (x_l - y_l)^2}. \]
Set 
\[ K := \max \left( a \sqrt{2N/\pi}, \frac{\sqrt{NK_a^2 + (N/2)(K'_a)^2}}{\sqrt{\pi}} \right). \]
(This $K$ satisfies the condition (iii) by (13).) Then 
\[ ||df|(z) - |dg|(z)|| \leq \frac{K}{r^3} \quad (r \geq R_0). \]
Thus we have proved the condition (ii).
\[ \text{For } R_0 \leq |z| \leq R, \]
\[ |dg|(z) \leq |df|_{L^\infty(D_R(0))} + \frac{K}{R_0^3} \leq \delta_0 + \frac{1}{2} \leq \frac{2}{3}, \]
where we have chosen $R_0$ and $\delta_0$ so that $K/R_0^3 \leq 1/2$ and $\delta_0 \leq 1/6$. In Case 1, we proved $\delta_0 \leq \|dg\|_{L^\infty(D_{R_0}(0))} \leq 2/3$. Thus we get the condition (i):
\[ \delta_0 \leq \|dg\|_{L^\infty(D_{R}(0))} \leq 2/3. \]
\[ \square \]

**Proof of Theorem 1.7** Let $\|df\|_{L^\infty(C)} \leq 1 - \tau$, $(0 < \tau \leq 1)$. Let $\delta_0$, $R_0$, $K$ be the positive numbers introduced in Proposition 6.1. For $\varepsilon > 0$, we set $\delta := \min(\delta_0, \sqrt{\varepsilon})$. Let $R = R(\varepsilon, \tau) \geq R_0 + 1$ be a large positive number which will be fixed later.

We index the elements of $Z^2$ by natural numbers: $Z^2 = \{(\alpha_1, \beta_1), (\alpha_2, \beta_2), (\alpha_3, \beta_3), \ldots \}$. For $n \geq 1$, we set $p_n := 2R(\alpha_n + \sqrt{-1} \beta_n)$ and $A_n := \{ x + y\sqrt{-1} \in Z^2 : \alpha_n \leq x < \alpha_{n+1}, \beta_n \leq y < \beta_{n+1} \}$. We set $B_n := A_n \setminus (A_{n-1} + \sqrt{-1})$. For a fixed $n \geq 1$, let $C_n \subset \mathbb{C}$ be a simply connected domain with $0 \in C_n$, $\partial C_n \cap \partial B_n = \emptyset$, and $C_n \supset \Bar{B_n}$. Let $f_{C_n}$ be a bounded biholomorphic mapping from $B_n$ onto $C_n$ with $f_{C_n}(0) = 0$. Let $g_{C_n}$ be a bounded biholomorphic mapping from $A_n$ onto $C_n$ with $g_{C_n}(0) = 0$ and $\|g_{C_n}(0)\|_{\mathbb{C}} \leq 1$.
We inductively define the sequence of Brody curves $f_n : \mathbb{C} \to \mathbb{C}P^N \ (n \geq 0)$ as follows. We set $f_0 := f$. Suppose we have defined $f_n$.

1. If $\|df\|_{L^\infty(\Lambda_{n+1})} \geq \delta$, then we set $f_{n+1} := f_n$.
2. If $\|df\|_{L^\infty(\Lambda_{n+1})} < \delta$ and $\|df_n\|_{L^\infty(\Lambda_{n+1})} \geq \delta_0$, then we set $f_{n+1} := f_n$.
3. If $\|df\|_{L^\infty(\Lambda_{n+1})} < \delta$ and $\|df_n\|_{L^\infty(\Lambda_{n+1})} < \delta_0$, then we apply Proposition 6.1 to $f_n$ and $p_{n+1}$ (note $D_R(p_{n+1}) \subset \Lambda_{n+1}$) and get a holomorphic map $f_{n+1} : \mathbb{C} \to \mathbb{C}P^N$ satisfying the following (i), (ii), (iii).

(i) $\delta_0 \leq \|df_{n+1}\|_{L^\infty(D_R(\Lambda_{n+1}))} \leq 2/3$.
(ii) $|df_{n+1}|(z) - |df_n|(z) \leq K/|z - p_{n+1}|^3$ over $|z - p_{n+1}| > R$.
(iii) $d(f_n(z), f_{n+1}(z)) \leq K/|z - p_{n+1}|^3$ for $z \neq p_{n+1}$.

For every $n \geq 1$, by (i) and (ii)

$$|df_n|(z) \leq \max(1 - \tau, 2/3) + \sum_{k : |k - p_n| > R} \frac{K}{|z - p_k|^3} \leq \max(1 - \tau, 2/3) + \text{const} \cdot \frac{K}{R^3}.$$  

Here const is a positive constant independent of $n$. We choose $R$ so large that the right-hand side is bounded by $\max(1 - \tau/2, 3/4) < 1$. Then all $f_n : \mathbb{C} \to \mathbb{C}P^N$ become Brody curves, and we can continue the above inductive construction infinitely many times. Moreover, for all $n \geq 1$,

$$\|df_n\|_{L^\infty(\mathbb{C})} \leq \max(1 - \tau/2, 3/4).$$

For any compact set $\Omega \subset \mathbb{C}$, by the condition (iii), there exists $n(\Omega) \geq 1$ such that

$$\sum_{n \geq n(\Omega)} \sup_{z \in \Omega} d(f_n(z), f_{n+1}(z)) \leq \sum_{k : d(p_k, \Omega) \geq 1} \frac{K}{d(p_k, \Omega)^3} < +\infty.$$  

Hence the sequence $f_n$ converges to a holomorphic curve $g : \mathbb{C} \to \mathbb{C}P^N$ uniformly over every compact subset of $\mathbb{C}$. From (17) we have $|dg|_{L^\infty(\mathbb{C})} \leq \max(1 - \tau/2, 3/4) < 1$. We will prove that $g$ is non-degenerate and $\rho(g) \geq \rho(f) - \varepsilon$.

For proving the non-degeneracy of $g$, it is enough to show $|dg|_{L^\infty(\Lambda_n)} \geq \delta/2$ for all $n \geq 1$. See the condition (ii) of Definition-Lemma 1.3.

**Case 1:** If $|df|(z) \geq \delta$ for some $z \in \Lambda_n$, then

$$|dg|(z) \geq \delta - \sum_{k : k \neq n} \frac{K}{|z - p_k|^3} \geq \delta - \text{const} \cdot \frac{K}{R^3}.$$  

We can choose $R$ so large that $|dg|_{L^\infty(\Lambda_n)} \geq \delta/2$.

**Case 2:** If $|df|(z) < \delta$ for all $z \in \Lambda_n$, then for some $k \in \{n - 1, n\}$ and $w \in \Lambda_n$ we have $|df_k|(w) \geq \delta_0$. Hence

$$|dg|(w) \geq \delta_0 - \sum_{l : l \neq n} \frac{K}{|w - p_l|^3} \geq \delta - \text{const} \cdot \frac{K}{R^3}.$$  

We can choose $R$ so large that $|dg|_{L^\infty(\Lambda_n)} \geq \delta/2$.

We have proved that $g$ is non-degenerate. Next we will prove $\rho(g) \geq \rho(f) - \varepsilon$. For this sake, it is enough to prove that for every $n \geq 1$

$$\frac{1}{(2R)^2} \int_{\Lambda_n} |dg|^2 dx dy \geq \frac{1}{(2R)^2} \int_{\Lambda_n} |df|^2 dx dy - \varepsilon.$$
Case 1: If $\|df\|_{L^\infty(\Lambda_n)} \geq \delta$, then for all $z \in \Lambda_n$

$$\left| |dg|^2(z) - |df|^2(z) \right| \leq 2 ||d|g|(z) - |df|(z)|| \leq \sum_{k:k \neq n} \frac{2K}{|z - p_k|^3} \leq \frac{\text{const} \cdot K}{R^3} \leq \epsilon$$

for sufficiently large $R$. Hence (18) holds if we choose $R$ sufficiently large.

Case 2: If $\|df\|_{L^\infty(\Lambda_n)} < \delta$, then (recall $\delta = \min(\delta_0, \sqrt{\epsilon})$)

$$\frac{1}{(2R)^2} \int_{\Lambda_n} |df|^2 dxdy \leq \delta^2 \leq \epsilon.$$ 

Hence (18) holds trivially.

Thus we have proved $\rho(g) \geq \rho(f) - \epsilon$. □
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