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1 I.1 Hilbert space and linear operator

1.1 Exercise 1

Let {fn}32, C H and foo € H. Then,

(i) s—limf, = fo = w—limf, = fs
0o n—00

n—

(i) w—limfy=fo and D [fulle = [fclne = s = limfy = fo

n—oo
[Proof]

(i) Suppose s — limf,, = f... For all g € ‘H, we have
n—oo

(9, fo = Jood| = lgllacll fro = Foollae-

RHS converges to 0 as n — oo since s — lim f, = foo, and thus lim (g, fo—fo) =0
n—oo n oo

(ii) Suppose w = hmfn fso and hm | fulle = || fooll2- Note that hm I full3, = |1 Foll3
holds from 11m | frllz = Hfoo||7{ We have

1fn = foollze = [{f = foos o = foo)
:|<fn7fn f00>_<f007fn_foo>|
§|<fn>fn f00>|+|<f007fn_f00>|'

Evaluating |(fn, fn — foo)|, we get

[{(frs fn = Joo) | = [(fns fn) = (s foo)]
= [{fr, fn) = {foos foo) = {fr = foos [0
= |Ifall3 = 1 ool = {fr = foor foo)]
< alle = foollzel + [{fn = foor foo)]
= |Ifall3 = 1 fsollzel + [{foor fir = foo)-

Thus,
The all three terms in RHS converges to 0 as n — oo since nh_g.lo 1fall3; = [l fooll3; and
w — limf,, = fo. Thus we get lim o — fooll3; = 0, e, s — limf, = fuo. O
n—oo n—oo n—oo

1.2 Exercise 2

Let {B,};>, C B(H), Bs € B(H). Then,

(i) w—limB, = By = s—1limB, = By

n—oo n—oo



(i) s—limB, = B,y =— w —limB,, = B.

n—0o0 n—oo

[Proof]

(i) Suppose u —limB,, = By, i.e., li_)m | Br, — Bso|| = 0.
n—oo n—oo
Let f € H. If f =0, obviously [[B.f — Beofll =0 — 0 as n — oo. Consider the
case f # 0. Then,

B, — B
1Buf — Boofllnt = 1l e ) fll
< |1l psup 1 Br = Boe) 1l
fen (Al
f#0

— | fllellBo = Boll 0.

Thus s — limB,, = B.

n—oo

(ii) Suppose s — limB,, = B.,. Then, for all f,g € H,
n—oo

(/s (B = Boo)g)| = 1 f Il (B = Boo)gllae = £l Brg — Boogllze = 0

n—oo

Thus w — limB,, = B..

n—oo

2 1.2 Ideals in B(H)

2.1 Exercise 3

For Hilbert space H, let F(H) be a set of finite rank operators, B(#) be a set of bounded

linear operators, and KC(H) be a set of compact operators. Then,
(i) F(H) C B(H) ideal  (ii) K(H) C B(H) ideal
[Proof]

(i) First, we have to check the inclusion F(H) C B(#H). Let T € F(H). There exists
N
{fi9; oy c Host. Tf =D (f;,[)g; for all f € H. Then, for all f € H, we have

=1
j=1

N N N
171 = < 215 Dllgsll = 21l g5 = [Z ||fj||||gj|\] LF1-

j=1

N
Z<fj= f)gj

Therefore T € B(H) and F(H) C B(H).
Next, I'll show the ideality, i.e.,

T € F(H),S € B(H) = TS,ST € F(H).
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Let T € F(H) and S € B(H). Then, from T € F(H), there exists {f;,g;}}-; C H
N

st. Tf = (f;, f)g; for all f € H. we have, for all f € H,
=1

TS() = T(S() = Y00 800, = 35"

Since {S* f;, g;}/L1 C H, we get T'S € F(H). Moreover,

ST(f)=S(T (ﬁjfj, ) ﬁjfg, f)Sg;

and {f;, Sg;}\L, € H. Thus ST € F(H).
(il) KK(H) C B(H) follows from the definition of I(H).

Let me show the ideality. Let T € IC(H) and S € B(H). Since T' € K(H), there is
{T,}52, € F(H) s.t. ||, —T|| — 0. From (i), we see {T,,5}°°, C F(H). Moreover

1708 = TS|l = (T = T)S|| = | = Tl[|S] — 0.
Thus T'S € K(H). Similarly, we get {ST,,}°°, C F(H) from (i) and

15T = ST = [[S(T, = D) = ST =T =0

and thus ST € K(H).

3 1.3 General linear operator

3.1 Exercise 4

LetD::{fGL2

/R|:vf(:v)|2d:v < oo}, and define X : D — L? by

(X f(z) = f(x).

Then, (i) D € L?  (ii) D is dense in L?  (iii) (X, D) is not bounded.

[Proof]

(i) Clearly, D C L? from the definition of D. To show D C L? we have to find f s.t
fel?and f ¢ D.

1

- ifzx=21
Consider f : R — R defined by f(z) =<
0

otherwise



Then, f € L? but we have

| laf@)Pdz= [

1
x.i
x

2 o
dx:/ 1dx = 0.
1

Thus f ¢ D.

(ii) First, I'll check C. C D, where C, is the set of continuous functions with compact

support.

For arbitrary f € C., we can see

Llef@Par= [ pi@Pdes [ lef@Pde= [ Jef(o)dr,

and the mapping = — |z f(x)|? is continuous on suppf, which is compact in R, thus

the integral is finite and therefore f € D.

Now, we have C. C D C L?, and using the fact that C. is dense in L?, we can see

D is dense in L2.

(iii) Suppose (X, D) is bounded, i.e., suppose there exists M > 0 such that
X fll = M| ]|z for all f € D
hence

IXFI5 = M2||f]3 for all f € D.

Let n be a natural number such that n > M (e.g. n:= |M| + 1, where |-] is the

_ 1 ifzenn+1]
floor function), and define f : R — C by f(x) = )

0 otherwise

n+1
Then, f € D since / |z f(z)]?dr = / 2% dr < oo and we have
R n

1718 = [1f@Pdr= [ 1ar=1

and
n+ 1

1
X713 = [ lef@)Pde= [ de =0t 0+ .

1 1
Thus we get n? +n+ ~ < M?2. This is contradiction because M? < n? < n?+n+ 3
Therefore (X, D) is not bounded.

]

3.2 Exercise 5

Let (X, D) be the operator defined in Exercise 4. Then,



[Proof]

(i)

Suppose some a € C is in 0,(X). Then, there is f € L? s.t. f # 0 (in the sense
of L?) and X f = af. Thus we have (z — a)f(x) = 0 a.e. * € R. This means that
there exists N C R, whose Lebesgue measure is zero, such that (x —a) f(z) = 0 for
reR\N.

Now, assume a ¢ R. Dividing the equation above by = — a, we get f(x) = 0 for
x € R\ N. This indicates that f(z) = 0 a.e. « € R, but this contradicts f # 0. Thus
a € R

Noting that (z —a)f(z) = 0 for x € R\ N, we can say
f(x)=0forz € (R\N)N(R\ {a}).

The complement of (R\ N)N(R\{a}) is NU{a} and its Lebesgue measure is zero,
so f(z) =0 a.e. z € R. This contradicts f # 0.

Consequensely, such a doesn’t exist, i.e., 0,(X) = 0.

According to [2] and [3], the resolvent set of X, say p(X), can be written as
p(X)={\e€C|Ker(X —\-1) = {0} and Ran(X — \- 1) = L?}.

Let me use this fact.

First, I'll show R C o(X). Let A € R. Suppose Ran(X — X - 1) = L% Define

g = /Xowntn)- Clearly g € L?. From Ran(X — X\ -1) = L?, there exists h € L? s.t.

(X —X-1)h = g. Then, (x — A\)h(z) = g(x) a.e. x € R, and we get h(z) = g(x))\
x p—

a.e. x € R because {\} is singleton in R. Now, consider the square integral of h.

We have

M1 1 1]
ha)de = | 9@ | :/XQMl)(I)d — [ e = [ =,
/R' (@) d R‘ZL‘—)\ Tk (x —A)? = (x — A)? R R

This contradicts h € L?. Therefore Ran(X —\-1) # L? so A € p(X), i.e., A € o(X).

‘ 2

Conversely, let me show that o(X) C R. This is equivalent to C\ R C p(X) so it
suffices to show that A € C\ R implies A € p(X).

Let A€ C\ R.

First, suppose Ker(X — A - 1) # {0}. Then, there exists g # 0 s.t. (X —A-1)g =0.
Thereupon (z — A)g(x) = 0 a.e. = € R. Dividing the equation by = — A gives us
g(x) =0 a.e. z € R, but this contradicts g # 0. Thus Ker(X — \-1) = {0}.

Next, assume Ran(X — X - 1) # L?. From the definition of X — X - 1, the inclusion
Ran(X — A1) C L? must hold so it follows that Ran(X — A -1) C L2 Then, there

is g€ L?st. g ¢ Ran(X — X -1). Define h : R — C as h(z) = g(x))\ Note that

€r —



for all z € R, we have |z — \| = \/(37 — ReA)2 + (ImA)2 2 |ImA| > 0 since ImA # 0.
Thus we get

e [225] o2 i o<

This shows h € L?. Moreover, [(X —\-1)h](x) = (x—A)h(x) = g(x). This contradicts
g ¢ Ran(X — X - 1). Therefore Ran(X — X - 1) = L%

Thus we get Ker(X —A-1) = {0} and Ran(X — X-1) = L? ie, X € p(X).
We have shown that any A € C \ R belongs to p(X), and therefore o(X) C R.
Then we have finished the proof of ¢(X) D R and o(X) C R. Eventually o(X) = R.

]

3.3 Exercise 6

Let (A, D(A)) is densely defined linear operator. Then,
(I) (A*, D(A*)) is closed  (IT) KerA* = (RanA)*

[Proof]
Note that (f, Ag) = (A*f,g) for f € D(A*) and g € D(A). This is because, for
f € D(A*) and g € D(A), there is f* € ‘H which guarantees (f, Ag) = (f*,g) = (A*f,9).

(I) Let {f.} € D(A*) with f,, — f € H and {A*f,,} is Cauchy sequence. We have to
show f € D(A*) and Jim A f, = A" f.
() f e D(AY).
Since {A*f,}22, is Cauchy in Hilbert space #, there exists f* € H s.t.
Jim. A*f,, = f*. Then, for any g € D(A), we have

(f;Ag) = (lim fn, Ag) = lim (fn, Ag) = lim (A" fn, g) = (lim A"fn, g) = (f", 9),

and thus f € D(A*).
(i) Jim A", = A"F.
This follows from the definition of f* and A*. f* has been defined as nh_)ngo A f, =

f*, and we have A*f = f* from the definition of A*. Thereupon nlljgl() A f, =
[r=A"f

(IT) Let f € KerA*. Then, for all g € RanA, there exists h € D(A) s.t. g = Ah, and

thus we have
(f,9) = (f,Ah) = (A*f,h) = (0,h) = 0.

Therefore f € (RanA)* and we get KerA* C (RanA)t.



Conversely, let me show (RanA)t C KerA*. Assume f € (RanA)t. Set f*:=0 €
H. Then, for all g € D(A), we have (f, Ag) = 0 from f € (RanA)* so

(f; Ag) =0=1(0,9) = (f", 9)-

Thus, A*f = f* = 0 from the definiion of A*. Hereupon f € KerA*.
Therefore we get KerA* C (RanA)* and (RanA)t C KerA*, i.e., KerA* = (RanA)*.

]
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