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Theorem 4.2.2. Let M := (0, F, P,(Fpn)nen, (Mp)nen) be a martingale, and let X :=
(X5 )nen be an adapted and predictable univariate stochastic process, with (X-M),, belonging
to L1(Q, F, P) for any n € N. Then ((X - M),,)nen defines a martingale with the filtration
(]:n)neN-

Proof. We need to show that (X - M),, is adapted to F,, for any n € N, and that E[(X - M), |
Fm] = (X - M)y, for any m < n. The first condition is reduced to the fact that (F,)nen is a
filtration of (M, )nen and X is adapted to it, because of the definition of the form

n
(X - M)n = XoMo+ Y X;(M; — M;_y).
j=1

For the second condition, we have

E[(X - M), | Fm] =E [XoMo + XMy — M) | fm]
j=1
= E[(X - M)y, | Fon] + IE[ Y Xi(Mj— M) | Fn
j=m+1

= (X - M)+ > E[X;(M;— M; 1) | Ful.
j=m+1
Therefore, we need to show that
j € {m+17 ,TL},

i1 E[XG (M) — Mj—1) | Fin] = 0. However, for each

E[X;(Mj — Mj1) | Frm] = E[E[X;(M; — Mj 1) | Fj-1] | Fm],

using the Proposition 3.1.3 (5) where F,,, C Fj_1. Then, since X is predictable and Xj is

Fj_1-measurable,
E[E[X;(M; — Mj_1) | Fia] | Fn] = B[ XGE[(M; — M;_1) | Fj-1] | Fm),
and lastly, since M is a martingale,
E[XGE[(M) — Mj—1) | Fj—1] | Fin] = E[X;(Mj—1 — M;j—1) | Fin] =0.

Therefore, > 1 E[X;(M;—M;_1) | F] = 0 and it is shown that (X - M), is a martingale.
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