Sum of independent Gaussian random variables

Tetta Watari 062001878

Exercise 2.1.2. Check that if X7, X9 are independent and standard Gaussian random vari-
ables, then (Xl,Xg)T is a Gaussian vector. Show that the random variable a1 X7 + a2 X5 is
a Gaussian random variable with mean 0 and variance a2 + a3. Generalize your result for N

independent and standard Gaussian random variables.

Proof. Since X1, X5 are independent and standard Gauss}an random variables, each X; has
a probability density function given by Ilx,(x) = \/%ef%, 1=1,2.
In general, when X7, X» are independent, the probability density function of Y := a1 X1 +

a X3 is given in a convolutional form, namely

M) = [ Mo (0= ) Ty, (@) do = [ (T)HXQ () dr. (1)
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The integrand is calculated as:
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Therefore, the integral (1) can be written as
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where in the third equality we used Gaussian integral formula, fR e~ @0 gy = \ /7 /a. So
ITy (y) is in the form of the probability density function of Gaussian random variable with
mean 0 and variance a} + a3, namely N (0, a? + a3).

The generalization of this result for NV independent and standard Gaussian random vari-

ables, namely the claim that if {X;}Y, are independent and standard Gaussian random
2

. N . . . . . N
variables then ) ;" a;X; is a Gaussian random variable with mean 0 and variance ) ;" a7,

can be realized by induction. Let Y,, = Z?Zl a; X; and suppose Yy_1 is a Gaussian random

. . . N—1 .
variable with mean 0 and variance Y ;' " a?. Since
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Yn_1 divided by (Zi\i n a?)% is a standard Gaussian random variable N(0, 1). By the result
we proved above, if Z1,Z, are independent and standard Gaussian random variables, then
b17Z1 + beZs = N(0, b% + b%) for any b1, bs. Given that Yy can be written as

Yn=Yn_1+anXn,

by substituting by, Z1, by, Z5 with (Zf\;l a?)%, (Zf\:ll a?)féYN,l, an, Xy respectively, we
get
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as desired.



