
Ai Yamada

SML : INTRODUCTION TO STOCHASTIC CALCULUS

2023 FALL

In this report , we will show the following statement

First, let us define Brownian motion

and its properties.

Now , let us show that Et : = tBx possesses such

properties in the definition (2- 4 - 1)
1 . Zo =0 as given.

2. For any oIset
, the random variable

Et-Es is independent of Fs
.

To prove this statement , we evoke the

following lemma :

Let (2 ,
F

,
4) be a probability space ,

and

rocess on (2 ,
F

, ).(Xt)to be a Gaussian p

Suppose that E(X+) =0 Ft= 0. Then,

the following statements are equivalent



1 Xt- Xs is independent of O(XrIres)
for any to so

2. E((Xt-Xs)Xr) = 0 for any tysr>0 .

The proof of this lemma is available on "On
1

Independence by Ziyu Liu.

To be in this framework , we need (E+) +eJ to

be a Gaussian process.

We can write ,
for finste family [t..+z .

... NJCJ,
-

En = (Et
. E tz" , Etn)

T

= (t , By
,
tz Ban 1 .... [BYn)T

We know En is a Gaussian vector since

BN = (By ,
Bac , .... Band" is also a Gaussian

vector.
Hence

,
(Et)+e5 a Gaussian process.

Additionally E(zt) = EltB) = ELB) = 0

ThusEt fits into this framework&

By showing that # ((E+-Es)zr) = o for any
t>r

,
0

,
we can say that Et-Es is independent

of Fs
.

For arbitrary t = Sr > ,

& ((E+ -Es)Er) = E(ztzr-Estr)
= E(zzzr) - E(zszr)
= E(t . r.BAByr) - Els . r

· BisBir)
= trE(BByr) - SrE(BYsBM)
= tr( Y nY) - Sr(yayr)

=r - r

= O

For t = S = r = 0 :




