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Chapter 1

Numbers, limits, and functions

This chapter contains several notions which are certainly already known. However, one
should pay attention to the notations: they will be used during the entire semester.

1.1 Reminder

Let us start by recalling some sets of numbers:

(i) The set N of natural numbers: N := {1, 2, . . .},

(ii) The set Z of all integers: Z := {. . . ,−3,−2,−1, 0, 1, 2, 3, . . .},

(iii) The set Z+ of non-negative integers: Z+ := {0, 1, 2, 3, . . .},

(iv) The set Q of all rational numbers Q := {m
n
| m,n ∈ Z and n ̸= 0},

(v) The set R of all real numbers: R := { all numbers }.

Two observations have to be made, one on Q and one on R. Any element of Q is not
uniquely de�ned: for example one usually identi�es 2

4
with 1

2
. Thus, the set Q is in fact

made of equivalence class of fractions, meaning that we identify the expressions km
kn

and
m
n
for any k ∈ Z∗ := Z \ {0}.
The construction of R is much more complicated. How can one de�ne a number like

π or
√
2, which indeed belong to R. How can one deal with the number 0.9999999999 . . .

and say that this number is in fact equal to 1 ? We shall not construct the set R in
this course, but simply say that it is the set of all (real) numbers. The lack of a precise
de�nition of R will have one or two unfortunate consequences later on, they will be
mentioned on due time.

There exist some natural operations on these sets of number: the addition +,
the multiplication ·1, taking the opposite, and taking the inverse: taking the oppo-
site consists in the operation x 7→ −x and taking the inverse consists in the operation

1As usual, the notation x · y will very soon be replaced by xy.
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6 CHAPTER 1. NUMBERS, LIMITS, AND FUNCTIONS

x 7→ 1/x ≡ 1
x
, whenever x ̸= 0. Then, with these four operations one also gets the sub-

traction and the division, namely x− y = x+ (−y) and x/y = x · (1/y) for y ̸= 0. Note
that these operations are not all fully de�ned on these sets: N is not stable under taking
the opposite and taking the inverse, while Z is stable under taking the opposite, but
not for the inverse operation. The sets Q and R are stable under the four operations,
but they will behave very di�erently in the near future.

These sets also contain a full (or total) order, namely x ≤ y or x < y (and recip-
rocally x ≥ y and x > y). If you know already C, the set of complex numbers, you
can observe that the four operations are also de�ned in C, but C has no full order ! In
relation with the full order, let us recall a basic rule, which nevertheless leads to many
mistakes: If x ≤ y and λ ≥ 0, then λx ≤ λy, while if λ ≤ 0, then λx ≥ λy. Similarly, if
x ≤ y and x, y ̸= 0, then 1/x ≥ 1/y.

In the sequel, we shall often use the notation R+ for {x ∈ R | x ≥ 0}. Depending
on the authors, the number 0 is sometimes included and sometimes excluded from R+,
it is really a matter of convention.

For any x ∈ R we also set

|x| =

{
x if x ≥ 0

−x if x < 0
.

It follows that for all x ∈ R, one has |x| ≥ 0. The expression |x| is called the absolute
value of x.

The following de�nition is important, and exists in a much wider context:

De�nition 1.1 (Open and closed intervals). For any a, b ∈ R with a < b, one sets

(a, b) := {x ∈ R | a < x < b}

for the open interval (a, b), and

[a, b] := {x ∈ R | a ≤ x ≤ b}

for the closed interval [a, b].

Let us come to powers. For x ∈ R+ and n ∈ N we simply set

xn := x · x · x . . . · x︸ ︷︷ ︸
n terms

,

while x0 = 1 by convention. We also de�ne x
1
n by

x
1
n = y ⇐⇒ y ≥ 0 and yn = x.

In such a case, y is called the nth-root of x. Now, if we consider alsom ∈ N, the de�nition
of x

n
m is quite clear, and one has

x
n
m =

(
xn
) 1

m =
(
x

1
m

)n
.
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In addition, one sets for any n,m ∈ N and if x > 0

x− n
m :=

1

x
n
m

.

With these de�nitions it is then easy to check that the following two rules apply for
any α, β ∈ Q:

xα · xβ = xα+β and
(
xα
)β

= xαβ. (1.1)

So far and for any x > 0 we have de�ned xα for any α ∈ Q, but what about
α ∈ R ? How can one de�ne for example π

√
2 ? Or even simply 3π ? We have not given

a de�nition to these expressions, and we shall be able to do it only later on.

1.2 Sequences and limits

In this section, we consider X any subset of R.

De�nition 1.2 (Sequence). A collection of numbers (an)n∈N ≡ (a1, a2, a3, . . .), with
an ∈ X for any n, is called a sequence in X.

A natural question is then: what it the limit limn→∞ an, if this limit exists ? What
does it mean that this sequence has a limit, and how can one de�ne it ? For example,
if we set an = 1

n
, then it is quite clear than an is approaching 0 as n tends to in�nity,

but how can one make this precise ?

De�nition 1.3 (Converging sequence). A sequence (an)n∈N in X is converging to a∞ ∈
X if for all ε > 0 there exists N ∈ N such that |an − a∞| < ε for all n ≥ N . In such a
case one writes limn→∞ an = a∞.

Observe that in this de�nition, the choice of N depends on ε. Note also that the
following equivalence holds:

|an − a∞| < ε ⇐⇒ a∞ − ε < an < a∞ + ε.

With this precise notion of convergence, it is easy to understand why the sequence given
by an = 1

n
converges to 0. Indeed, for any ε > 0 one can choose an integer N satisfying

N > 1
ε
and then one has for n ≥ N

|an − 0| = 1

n
≤ 1

N
< ε,

which corresponds to the requirement for a convergence to 0. However, there are plenty
of sequences which do not converge. For example, the sequence de�ned by an := (−1)n

is just alternating between −1 and 1 and is not converging. Similarly, the sequence
de�ned by an = n is not converging to anything, since its values are becomming bigger
and bigger (the value ∞ is not considered as a limiting value for a sequence).
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Fig. 1.1. Two representations of a converging sequence

It is possible to visualize the notion of convergence with the following two pictures,
see Figure 1.1. In the �rst one, the horizontal axis corresponds to the possible values
that an can take. In the second picture, the horizontal axis correponds to the index n,
and the vertical axis corresponds to the possible values taken by an.

The following statement can then be easily proved:

Lemma 1.4. Let (an)n∈N be a sequence in R converging to a∞, and let (bn)n∈N be a
sequence in R converging to b∞. Let also λ ∈ R. Then the following properties hold:

(i) The sequence (λan)n∈N converges to λa∞,

(ii) The sequence (an + bn)n∈N converges to a∞ + b∞,

(iii) The sequence (anbn)n∈N converges to a∞b∞.

Let us now consider one example of a sequence in Q. Let a1 = 1, a2 = a1 − 1
3
,

a3 = a2 +
1
5
, and more generally

an :=
n∑

k=1

(−1)k+1

2k − 1
.

Clearly, an ∈ Q for any n ∈ N, but does the sequence (an)n∈N converge as n → ∞ ?
The answer is YES, this sequence is converging and one has limn→∞ an = π

4
2 3.

Based on this example one observes an important fact: even if this sequence is
taking values in Q, its limit π

4
does not belong to Q but belongs to R. This is one of

the main di�erence between these two sets: A converging sequence with an in Q for
any n might converge in Q, but might also converge in R \ Q. On the other hand, a
converging sequence will always converge in R. One says that R is complete, while Q
is not complete. In fact, it turns out that many converging sequences with all an ∈ Q
have their limit in R and not in Q.

Exercise 1.5. Show that 0.99999999 . . . = 1. A solution is provided in the Appendix 1.

Let us now state a result which is going to play a very important role in the sequel.
It is called the monotone convergence theorem, and more information on it can be found
here. Note that its proof is not complicated, but relies precisely on the fact that R is

2https://en.wikipedia.org/wiki/Leibniz_formula_for_π
3https://math.stackexchange.com/questions/14815/why-does-this-converge-to-pi-4

http://www.math.nagoya-u.ac.jp/~richard/teaching/f2020/App_1.pdf
https://en.wikipedia.org/wiki/Monotone_convergence_theorem
https://en.wikipedia.org/wiki/Leibniz_formula_for_%CF%80
https://math.stackexchange.com/questions/14815/why-does-this-converge-to-pi-4
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complete, a notion which we do not develop in this course. In its statement we say that
a sequence (an)n∈N is increasing if an+1 ≥ an, or decreasing if an+1 ≤ an for all n ∈ N.
We also say that the sequence is upper bounded if there exists c < ∞ such that an ≤ c
for all n ∈ N, or that the sequence is lower bounded if there exists d > −∞ with an ≥ d
for all n ∈ N. Let us emphasize that the values of c or of d must be independent of n.

Theorem 1.6 (Monotone convergence theorem). Any increasing sequence in R which
is upper bounded is converging. Similarly, any decreasing sequence in R which is bounded
from below is converging.

1.3 Functions

In this section we denote by X a set and by x1, x2, . . . its elements, which means
x1, x2, . . . ∈ X. For example, X could be one of the sets N,Z,Q,R or the interval (a, b)
introduced before. It could also be X = {G30 students}.

De�nition 1.7 (Function). A function or a map f from a set X to a set Y is a rule
which associates to each element x ∈ X a single element y ∈ Y . We write y = f(x).
The set X is called the domain of f , also denoted by Dom(f). The set Y is called the
codomain of f or the target space of f . The set

f(X) ≡ Ran(f) := {y ∈ Y | y = f(x) for some x ∈ X}

is called the range of f or its image.

The general representation of a function is provided in Figure 1.2. Quite often the
following short notation will be used:

f : X ∋ x 7→ f(x) ∈ Y

which is a shorter version of f : X → Y with f(x) = y. Note that a very common
mistake is to say that f(x) is a function ! It is not, since f(x) is a single element of Y .
We should say that x 7→ f(x) is a function, of simply f .

The following notions will appear several times in this course, but also in other
courses:

De�nition 1.8 (Injectivity, surjectivity, bijectivity). Consider a function f : X → Y .

(i) f is injective if for any x1, x2 ∈ X with x1 ̸= x2 one has f(x1) ̸= f(x2),

(ii) f is surjective on Y if for any y ∈ Y there exists x ∈ X with y = f(x),

(iii) f is bijective if f is both injective and surjective.

Observe that by de�nition, any function f is always surjective on its image, which
means surjective on Ran(f). Let us also look at the following example.
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Fig. 1.2. A general function

Example 1.9. (i) The function f : R ∋ x 7→ x2 ∈ R is neither injective nor surjec-
tive,

(ii) The function f : R+ ∋ x 7→ x2 ∈ R is injective but not surjective,

(iii) The function f : R ∋ x 7→ x2 ∈ R+ is surjective but not injective,

(iv) The function f : R+ ∋ x 7→ x2 ∈ R+ is bijective.

Based this example, one infers that the property of being injective, surjective or
bijective for a function f depends mainly on its domain and on its codomain.

Given two functions f1, f2 : X → Y , it is meaningful to add them, or to multiply
them ? The answer is no in general, since f1(x) + f2(x) could be meaningless, and
similarly f1(x)f2(x) could be meaningless. In fact, these operations are possible if Y
admits an addition or a multiplication. Once such operations are de�ned abstractly, it
would be easy to develop the theory, but we shall not do it here. Since this course is
about functions with values in R we shall consider only the special case Y = R (or
sometimes Y ⊂ R).

De�nition 1.10 (Addition and multiplication of functions). Consider f1, f2 : X → R.
The addition of f1 and f2, denoted by f1 + f2, is the new function given by

f1 + f2 : X ∋ x 7→ f1(x) + f2(x) ∈ R.

The multiplication of f1 and f2, denoted by f1f2, is the new function given by

f1f2 : X ∋ x 7→ f1(x)f2(x) ∈ R.

Another simple operation is to multiply a function by a constant. Again, this might
not be well-de�ned for an arbitrary set Y , but if Y = R it can be easily de�ned, namely:
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for any f : X → R and for λ ∈ R we set λf for the new function λf : X → R de�ned
by [λf ](x) = λf(x).

Finally, what about the composition of two functions ? This can only be de�ned
when a certain compatibility between the two functions is imposed. More precisely, let
f : X → Y and let g : Y ′ → Z with Ran(f) ⊂ Y ′ ⊂ Y , then the composition g ◦ f is
the new function g ◦ f : X → Z de�ned by [g ◦ f ](x) := g

(
f(x)

)
. Clearly, the condition

Ran(f) ⊂ Dom(g) is necessary, otherwise the composition is not well-de�ned.

Example 1.11. Consider f : R ∋ x 7→ x2 ∈ [0,∞) and g : R ∋ x 7→ 3x− 1 ∈ R. Then
one has

(i) f + g : R ∋ x 7→ x2 + 3x− 1 ∈ R,

(ii) fg : R ∋ x 7→ x2(3x− 1) ∈ R,

(iii) g ◦ f : R ∋ x 7→ 3x2 − 1 ∈ R,

(iv) f ◦ g : R ∋ x 7→ (3x− 1)2 ∈ R+.

Note that the existence g ◦ f and of f ◦ g are not related, one could exist without
the existence of the other one.

1.4 graphs and curves

A function f : R → R can be represented quite easily by a drawing in R2, which is
usually called the graph of f 4. More generally, consider a function f : Dom(f) → R,
with Dom(f) a subset of R. Then the set{(

x, f(x)
)
∈ R2 | x ∈ Dom(f)

}
(1.2)

is called the graph of f . For example, the graph of the absolute value function is provided
in Figure 1.3.

The graph of a few functions should be known, as the ones mentioned in the fol-
lowing list:

(i) The straight line function is de�ned by

f : R ∋ x 7→ ax+ b ∈ R (1.3)

with a, b ∈ R. The coe�cient a is called the slope while the coe�cient b is called
the intercept. In the special case a = 0, the function f : x 7→ b is called the
constant function.

4Here, R2 = R×R denotes the usual plane (a 2 dimensional space), with the horizontal axis called
the x-axis, and the vertical axis called the y-axis.
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Fig. 1.3. The graph of the absolute value function

(ii) A function of the form

f : R ∋ x 7→ (x− a)2 + b ∈ R (1.4)

with a, b ∈ R is called a parabola. More generally one can consider a function of
the form

f : R ∋ x 7→ anx
n + an−1x

n−1 + an−2x
n−2 + . . .+ a1x+ a0 ∈ R (1.5)

with an, an−1, . . . , a1, a0 ∈ R. Such a function is known as a polynomial function.
If an ̸= 0, one says that the function is a polynomial of degree n.

(iii) A function of the form

f : R \ {b} ∋ x 7→ a

x− b
+ c ∈ R (1.6)

with a, b, c ∈ R is called a hyperbola. The domain of the function can not be R
since the value x = b is not acceptable. In this case, one writes R \ {b} for the set
of all x ∈ R with x ̸= b.

(iv) The functions R ∋ x 7→ sin(x) ∈ R and R ∋ x 7→ cos(x) ∈ R are called sine and
cosine functions.

Exercise 1.12. Sketch the graph of the above functions.

The graph of a function has a special property: it does not contain two pairs (x, y1)
and (x, y2) if y1 ̸= y2. Indeed, (x, y) belongs to the graph of a function f if and only if
y = f(x). However, one can represent more general objects on R2, namely curves. We
do not present here the general theory of curves, but provide a few information, and
a few examples as in Figure 1.4 from . Note that the main di�erence
between these curves and the graph of a function is that it is possible to have (x, y1)
and (x, y2) belonging to the curve even if y1 ̸= y2. Also, one of the main property of

https://mathworld.wolfram.com/HeartCurve.html


1.4. GRAPHS AND CURVES 13

Fig. 1.4. Curves which are not graphs of functions

curves is that when one looks at them locally, they look like the graph of a function.
For example, the curve C (the unit circle in R2) given by

C := {(x, y) ∈ R2 | x2 + y2 = 1} (1.7)

is not the graph of a function since for any x ∈ (−1, 1), the two points
(
x,−

√
1− x2

)
and

(
x,
√
1− x2

)
belong to C. However, we can also look at C as the union of the graph

of two functions. Indeed, we can consider

f+ : [−1, 1] ∋ x 7→
√
1− x2 ∈ R

and
f− : [−1, 1] ∋ x 7→ −

√
1− x2 ∈ R

and then C = Ran(f+) ∪ Ran(f−).
Let us provide a second example, the folium of Descartes described by{

(x, y) ∈ R2 | x =
3t

1 + t3
, y =

3t2

1 + t3
for t ∈ R

}
and which is represented in Figure 1.5. It is rather clear that except at two points in R2

(which ones ?) this curve can be described locally by a function f . How can one �nd f ?

https://en.wikipedia.org/wiki/Folium_of_Descartes
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Fig. 1.5. The folium of Descartes, from Wikipedia

A priori, it would be su�cient to solve the equation x = 3t
1+t3

and express t = g(x),

and then insert this expression into y = 3t2

1+t3
≡ 3g(x)2

1+g(x)3
=: f(x). Usually, such a process

is not simple, even if it is clear from the picture that such a function f should exist
locally.

https://en.wikipedia.org/wiki/Folium_of_Descartes


Chapter 2

The derivative

In this chapter, we concentrate on the notion of derivative of a function. The �rst
approach will be quite intuitive, and then an abstract de�nition will be provided.

2.1 Limits and continuity

First of all, one comes back to the notion of limit, already introduced in Section 1.2,
but in the framework of a function de�ned on an interval of R. As a rule, whenever we
consider the interval (a, b) ⊂ R it means that a < b.

De�nition 2.1 (Limit from the right, limit from the left). Consider a function f :
(a, b) → R.

(i) This function has a limit at a from the right if there exists a value f(a) ∈ R such
that for any ε > 0 there exists δ > 0 with

|f(x)− f(a)| < ε for all x ∈ (a, a+ δ).

In such a case one writes limx↘a f(x) = f(a) or equivalently limx→a+ f(x) = f(a).

(ii) This function has a limit at b from the left if there exists a value f(b) ∈ R such
that for any ε > 0 there exists δ > 0 with

|f(x)− f(b)| < ε for all x ∈ (b− δ, b).

In such a case one writes limx↗b f(x) = f(b) or equivalently limx→b− f(x) = f(b).

Note that in this de�nition, the letter δ reads delta, and that the choice of δ depends
on ε. One should also be careful with the notation f(a). At the beginning, the function
f is not de�ned at a, therefore f(a) does not exist. On the other hand, if the function
f admits a limit at a from the right, it is natural to denote this limit by f(a), or
sometimes by f(a+) or by f(a+0). Clearly, the same observation holds for f(b), which
is sometimes denoted by f(b−) or by f(b − 0). Some examples of functions having or
not having a limit are presented in Figure 2.1.

15
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Fig. 2.1. a) has a limit at 0 from the right, b) and c) don't

It is then natural to consider simultaneously a limit from the right and a limit from
the left. In the sequel and for a < b < c we shall write (a, c)\{b} for the set (a, b)∪(b, c),
which means the open interval (a, c) with the point b excluded.

De�nition 2.2 (Limit). Consider a function f : (a, c) \ {b}. This function has a limit
at b if there exists f(b) ∈ R such that

lim
x→b+

f(x) = f(b) = lim
x→b−

f(x)

in which case one write limx→b f(x) = f(b).

In other words, the function f has a limit at b if it admits a limit at b from the
right, and the same limit at b from the left. In terms of ε and δ this de�nition is also
given by: for any ε > 0 there exists δ > 0 such that

|f(x)− f(b)| < ε for all x ∈ (b− δ, b+ δ) \ {b}.

Exercise 2.3. Show as precisely as possible that the following limits exist:

lim
x→0

xn = 0 for any n ∈ N,

lim
x→0

cos(x) = 1,

lim
x→0

x sin(1/x) = 0.

On the other hand, show that the function

(0,∞) ∋ x 7→ sin(1/x) ∈ R

has no limit at 0 from the right. A solution is provided in the Appendix 2.

The notion of limit is in fact very close to the notion of continuity. Examples of
continuous or discontinuous functions are provided in Figure 2.2, and this notion is
quite intuitive. Let us be more precise:

De�nition 2.4 (Continuity). A function f : (a, b) → R is continuous at x0 ∈ (a, b) if

lim
x↘x0

f(x) = f(x0) = lim
x↗x0

f(x).

http://www.math.nagoya-u.ac.jp/~richard/teaching/f2020/App_2.pdf
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Fig. 2.2. A discontinuous and a continuous function

Note that the two equalities in the above de�nition are necessary. Indeed, if we
consider the function f : R → R de�ned by f(x) = 1 for x ̸= 0 and f(0) = 0, one has

lim
x↘0

f(x) = 1 = lim
x↗0

f(x),

but these limits are not equal to f(0) = 0. Let us still provide some equivalent de�nitions
of continuity. In fact, these equivalences just come from the equivalent notations for the
concept of limit. One has f : (a, b) → R is continuous at x0 ∈ (a, b) if for any ε > 0
there exists δ > 0 such that

|f(x)− f(x0)| < ε for all x ∈ (x0 − δ, x0 + δ),

or equivalently

|f(x)− f(x0)| < ε for all x such that |x− x0| < δ,

or still
|f(x0 + h)− f(x0)| < ε for all |h| < δ.

If the function f : (a, b) → R is continuous at any x0 ∈ (a, b) one says that f is
continuous on (a, b). If in addition f admits a limit at a from the right, and a limit at b
from the left, we say that f is continuous on [a, b]. The set of all continuous functions on
(a, b) is denoted by C

(
(a, b)

)
while the set of continuous functions on [a, b] is denoted

by C
(
[a, b]

)
. In the sequel we shall often use the notation I ⊂ R either for (a, b), for

[a, b], or for R, whenever a statement holds for the open interval (a, b), for the closed
interval [a, b], or for the entire set R.

The following statement is quite similar to Lemma 1.4, and its proof can be easily
obtained by using the de�nition of continuity.

Lemma 2.5. Let f, g ∈ C(I), and let λ ∈ R, then

(i) λf ∈ C(I),

(ii) f + g ∈ C(I),

(iii) fg ∈ C(I),

(iv) f
g
∈ C(I) if g(x) ̸= 0 for any x ∈ I.
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2.2 The tangent and its slope

In this section we introduce the notion of the tangent to the graph of a function. This
construction corresponds to the geometric interpretation of the derivative of a function
provided in the next section.

Let us consider a function f : (a, b) → R and let x0 ∈ (a, b). Let also h > 0 such that
x0 + h ∈ (a, b). We can then consider the triangle in R2 having vertices of coordinates(
x0, f(0x)

)
,
(
x0 + h, f(x0)

)
, and

(
x0 + h, f(x0 + h)

)
, see Figure 2.3. Clearly, the two

points
(
x0, f(x0)

)
and

(
x0 + h, f(x0 + h)

)
belong to the graph of f . The slope of the

straight line passing through these two points, which is also the slope one edge of the
triangle, is given by

f(x0 + h)− f(x0)

(x0 + h)− x0

=
f(x0 + h)− f(x0)

h
.

Our interest is to consider the limit of this expression as h goes to 0. Note that the
above construction also holds if h < 0, with the point x0 + h on the left of x0.

Fig. 2.3. Construction of the tangent

De�nition 2.6 (Tangent and slope of the tangent). Let f : (a, b) → R and let x0 ∈
(a, b). Suppose that the limit m := limh→0

f(x0+h)−f(x0)
h

exists. Then, the line in R2

having slope m and passing through the point
(
x0, f(x0)

)
is called the tangent of f at

x0, and m is called its slope.

Let us emphasize that the above de�nition holds only if the slope exists, or more
precisely if the limit limh→0

f(x0+h)−f(x0)
h

exists. It is easily observed that the line passing
through

(
x0, f(x0)

)
and having slope m is then given by the equation

y = m(x− x0) + f(x0).

If the limit limh→0
f(x0+h)−f(x0)

h
does not exists, then the tangent can not be de�ned.
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Exercise 2.7. Show that in the following examples, the tangent at x0 = 0 does not
exist, but that it exists everywhere else:

(i) f : R → R with f(x) = |x|,

(ii) f : R → R with f(x) = −1 if x < 0, f(0) = 0, and f(x) = 1 if x > 0. This
function is called the sign function.

In De�nition 2.6 we have introduced the tangent of a function. However, the tangent
of a curve can be de�ned similarly, by looking locally at the curve as the graph of a
function. Like for the tangent of a function, the tangent to a curve might not exist at
some of its points.

2.3 The derivative of a function

In this section, we de�ne the derivative of a function based on the geometric intuition
developed in the previous section. The main idea is to extend what was done at a �xed
x0 ∈ (a, b) to any x ∈ (a, b)

De�nition 2.8 (Derivative of a function). Let f : (a, b) → R and let x ∈ (a, b). The
derivative of f at x, denoted by f ′(x), is de�ned by

f ′(x) := lim
h→0

f(x+ h)− f(x)

h

whenever this limit exists. If the derivative of f exists at any x ∈ (a, b), the derivative
of f is the function given by (a, b) ∋ x 7→ f ′(x) ∈ R.

Note that the derivative of f is also denoted by df
dx
. By comparing the above de�-

nition with De�nition 2.6 it is clear that f ′(x) corresponds to the slope of the tangent
of f at x, whenever this quantity exists. If the derivative of f exists, we say that f
is di�erentiable on (a, b). Let us stress that f ′ or df

dx
represent a function, while the

expressions f ′(x) and df
dx
(x) correspond to the evaluation of this function at one point

x, and therefore are just a number.
If a function f : (a, b) → R is di�erentiable, and if its derivative f ′ is a continuous

function on (a, b), we say that f is continuously di�erentiable on (a, b). In such a case
one writes f ∈ C1

(
(a, b)

)
. If a, b are arbitrary, one simply writes C1(R).

Example 2.9. The function p2 : R ∋ x 7→ x2 ∈ R belongs to C1(R). Indeed for any
x ∈ R one has

p2(x+ h)− p2(x)

h
=

(x+ h)2 − x2

h
=

2xh+ h2

h
= 2x+ h

which satis�es limh→0
p2(x+h)−p2(x)

h
= 2x, and therefore exists. In addition, the function

x 7→ 2x is continuous. Thus, the derivative of p2 exists and is continuous, which means
that p2 ∈ C1(R).

https://en.wikipedia.org/wiki/Sign_function
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We can generalize the above example, and consider the case of the polynomial pn
de�ned for any n ∈ N by pn(x) := xn. The function pn is well-de�ned from R to R. Let
us also introduce some notations. For any n ∈ N we set

n! := n · (n− 1) · (n− 2) . . . 2 · 1

for the factorial of n, and by convention, we set 0! = 1. Also, for any two positive
integers n and k with n ≥ k we set ( n

k ) := n!
k!(n−k)!

for the binomial coe�cient. This

number represents the number of ways to choose an (unordered) subset of k elements
from a �xed set of n elements. This number can also be written(

n
k

)
=

n · (n− 1) · (n− 2) . . . (n− k + 1)

k · (k − 1) · (k − 2) . . . 2 · 1
.

With these notations, the following equality holds (if you have never seen it, think
about it) for any n ∈ N:

(x+ h)n =
n∑

k=0

( n
k )x

n−khk.

It then follows that

pn(x+ h)− pn(x) =
n∑

k=0

( n
k )x

n−khk − xn

=
n∑

k=1

( n
k )x

n−khk

= h
n∑

k=1

( n
k )x

n−khk−1,

from which one infers that

lim
h→0

pn(x+ h)− pn(x)

h
= lim

h→0

n∑
k=1

( n
k )x

n−khk−1 = ( n
1 )x

n−1 = nxn−1.

Thus, the derivative of pn exists, and one has

p′n(x) = nxn−1 for any x ∈ R. (2.1)

Finally, since the function x 7→ nxn−1 is continuous, it follows that pn ∈ C1(R).
Let us now express the notion of di�erentiability in terms of ε and δ. Indeed, De�ni-

tion 2.8 is expressed in terms of a limit, but behind this limit some ε and δ are hidden.
If we want to be more precise one should say: a function f : (a, b) → R is di�erentiable
at x ∈ (a, b) if there exists f ′(x) ∈ R such that for any ε > 0 there exists δ > 0 with∣∣∣∣f(y)− f(x)

y − x
− f ′(x)

∣∣∣∣ < ε for all y ∈ (x− δ, x+ δ) and y ̸= x,
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or equivalently∣∣∣∣f(x+ h)− f(x)

h
− f ′(x)

∣∣∣∣ < ε for all h ∈ (−δ, δ) and h ̸= 0.

A natural question is about the relation between di�erentiability and continuity, as
introduced in De�nition 2.4.

Exercise 2.10. Let f : (a, b) → R. Show that if f is di�erentiable on (a, b), then f is
continuous on (a, b).

Let us stress that the converse statement is not always true, namely a continuous
function is not always di�erentiable. For example, the function f : R ∋ x 7→ |x| ∈ R is
continuous on R but it is not di�erentiable at 0. On the other hand, f is di�erentiable
at any x ̸= 0 and one has f ′(x) = −1 if x < 0 while f ′(x) = 1 if x > 0.

Exercise 2.11. Check precisely these statements about the absolute value function.

Remark 2.12. Since the notions of limit from the left and from the right have been
introduced, we could similarly de�ne the left and the right derivative of a function at one
point. In such a case, the absolute value function would have a derivative from the right
at 0 (and equal to 1) and a derivative from the left at 0 (and equal to −1). However,
we shall not consider this re�nement in this course.

2.4 Back to limits

In this section we come back to the notion of a limit, and present one important result
about the limit of a ratio of two functions, namely l'Hôpital's rule.

Recall �rst that R∗ = R\{0}, and consider two continuous functions f, g : R∗ → R.
It easily follows from Lemma 2.5 and if f admits a limit at 0, with limx→0 f(x) = f(0),
and similarly if g admits a limit at 0, with limx→0 g(x) = g(0), then one has

lim
x→0

(f + g)(x) = lim
x→0

f(x) + lim
x→0

g(x) = f(0) + g(0)

and
lim
x→0

(fg)(x) =
(
lim
x→0

f(x)
)(

lim
x→0

g(x)
)
= f(0)g(0)

but what about limx→0
f
g
(x) ? In the good situation, one has

Exercise 2.13. Suppose that g(0) ̸= 0, show with ε and δ that

lim
x→0

f

g
(x) =

f(0)

g(0)
=

limx→0 f(x)

limx→0 g(x)
.

On the other hand, if g(0) = 0, what can one say about limx→0
f
g
(x) ? If it rather

clear that if f(0) ̸= 0, then the mentioned limit does not exist, but if f(0) = 0 the best
answer is it depends, as one can see by considering the following examples.
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Examples 2.14. (i) Consider f(x) = x2 and g(x) = x2 + x, then

lim
x→0

f

g
(x) = lim

x→0

x2

x2 + x
= lim

x→0

(x
x

x

x+ 1

)
= 1 · lim

x→0

x

x+ 1
=

0

1
= 0.

The limist exists and is 0 in this case.

(ii) Consider f(x) = x2 and g(x) = x3, then

lim
x→0

f

g
(x) = lim

x→0

x2

x3
= lim

x→0

(x2

x2

1

x

)
= 1 · lim

x→0

1

x

which is not well-de�ned. Thus the limit does not exist in this case.

(iii) Consider f(x) = x2 and g(x) = x2 + x3, then

lim
x→0

f

g
(x) = lim

x→0

x2

x2 + x3
= lim

x→0

(x2

x2

1

1 + x

)
= 1 · lim

x→0

1

1 + x
=

1

1
= 1.

The limit exists and is 1 in this case.

Note that in the above examples, the special role played by 0 ∈ R is irrelevant, any
other point a ∈ R could have been considered, as long as limx→a f(x) = 0 = limx→a g(x).
Let us now present an important result which could be applied in the previous situation,
namely l'Hôpital's rule (also written l'Hospital's rule).

Theorem 2.15 (L'Hôpital's rule). Let us consider (a, b) ⊂ R and x0 ∈ (a, b). Let f, g :
(a, b) → R be di�erentiable on (a, b) and suppose that limx→x0 f(x) = 0 = limx→x0 g(x).
Assume also that g(x) ̸= 0 for any x ∈ (a, b) \ {x0}, and that g′(x) ̸= 0 for any
x ∈ (a, b) \ {x0}. Then one has:

lim
x→x0

f(x)

g(x)
= lim

x→x0

f ′(x)

g′(x)

if this latter limit exists.

The proof that we provide now does not correspond exactly to the above statement.
Indeed, we shall assume that g′(x0) ̸= 0, an assumption which is not necessary, and that

limx→x0

f ′(x)
g′(x)

= f ′(x0)
g′(x0)

. A slightly more sophisticated proof, which does not require these
assumptions, will be provided later on.

Proof. Let us assume that g′(x0) ̸= 0. Then one has

lim
x→x0

f(x)

g(x)
= lim

x→x0

f(x)−f(x0)
x−x0

g(x)−g(x0)
x−x0

=
limx→x0

f(x)−f(x0)
x−x0

limx→x0

g(x)−g(x0)
x−x0

=
f ′(x0)

g′(x0)
= lim

x→x0

f ′(x)

g′(x)
,

where the content of Exercise 2.13 has been taken into account.

Note that a similar statement exists if limx→x0 f(x) = ±∞ = limx→x0 g(x), but we
shall not develop it here.

https://en.wikipedia.org/wiki/L%27H%C3%B4pital%27s_rule
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2.5 Properties of di�erentiation

In this section we gather and prove some important results related to the di�erentiation
of functions. These results will be used, implicitly or explicitly, all the time during this
course.

Proposition 2.16. Let f, g : (a, b) → R be di�erentiable at x ∈ (a, b), and let also
λ ∈ R. Then the following equalities hold:

(i)
(
λf
)′
(x) = λf ′(x),

(ii)
(
f + g

)′
(x) = f ′(x) + g′(x) (sum rule),

(iii)
(
fg
)′
(x) = f ′(x)g(x) + f(x)g′(x), (product rule),

(iv)
(

f
g

)′
(x) = f ′(x)g(x)−f(x)g′(x)

g2(x)
as long as g(x) ̸= 0 (quotient rule).

Let us mention that we prefer writing g2(x) instead of g(x)2, but that both notations
are correct. These rules are often just written

(λf)′ = λf ′, (f + g)′ = f ′ + g′, (fg)′ = f ′g + fg′,
(f
g

)′
=

f ′g − fg′

g2
.

Also, it will become clear later on that the last rule can be partially deduced from other
rules, once the derivation of a composition is introduced.

Proof. The proof of these statements is simply based on the de�nition of the derivative of
functions, as provided in De�nition 2.8. Note that instead of writing limh→0

f(x+h)−f(x)
h

=

f ′(x) we shall use the notation f(x+h)−f(x)
h

h → 0−−−−−−→ f ′(x).
(i) One has

λf(x+ h)− λf(x)

h
= λ

f(x+ h)− f(x)

h

h → 0−−−−−−−−→ λf ′(x).

(ii) One has(
f(x+ h) + g(x+ h)

)
−
(
f(x) + g(x)

)
h

=
f(x+ h)− f(x)

h
+

g(x+ h)− g(x)

h
h → 0−−−−−−−−→ f ′(x) + g′(x).

(iii) One has

f(x+ h)g(x+ h)− f(x)g(x)

h
=

f(x+ h)− f(x)

h
g(x+ h) + f(x)

g(x+ h)− g(x)

h
h → 0−−−−−−−−→ f ′(x)g(x) + f(x)g′(x).
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where we have used that a di�erentiable function is automatically continuous.
(iv) Finally one has

f(x+h)
g(x+h)

− f(x)
g(x)

h
=

f(x+h)g(x)−f(x)g(x+h)
g(x+h)g(x)

h
=

f(x+h)−f(x)
h

g(x)− f(x)g(x+h)−g(x)
h

g(x+ h)g(x)

h → 0−−−−−−−−→ f ′(x)g(x)− f(x)g′(x)

g2(x)

where we have again used that a di�erentiable function is automatically continuous.

If you look carefully at this proof, one small argument is missing, which one ? Now,
as an application of these formulas, observe that for f di�erentiable at x with f(x) ̸= 0
one has ( 1

f

)′
(x) = − f ′(x)

f 2(x)
.

As a consequence, if we set p−n(x) := x−n = 1
xn for x > 0 and n ∈ N, one infers that

p′−n(x) = −nxn−1

x2n
= − n

xn+1
= −nx−n−1 = −np−n−1(x).

If we summarize our �ndings about pn, one has p′n = npn−1 for any n ∈ Z∗. Clearly,
if n = 0, the function p0 is the constant function equal to 1, whose derivative is the
constant function equal to 0.

What about the derivative of a composition ? More precisely, if we consider the
function x 7→ g

(
f(x)

)
, whenever this composition is well-de�ned, what can we say

about its derivative ?

Proposition 2.17 (chain rule). Consider f : (a, b) → R, di�erentiable at x ∈ (a, b),
and consider g : (c, d) → R, di�erentiable at f(x) ∈ (c, d). Then the function g ◦ f is
di�erentiable at x and one has (g ◦ f)′(x) ≡ g

(
f(x)

)′
= g′

(
f(x)

)
f ′(x).

Proof. Let us set u := f(x) and k := f(x+ h)− f(x), and observe that k goes to 0 as
h goes to 0, by the continuity of the function f at x. Since f(x+h) = f(x)+ k = u+ k
one has if k ̸= 0

g
(
f(x+ h)

)
− g
(
f(x)

)
h

=
g(u+ k)− g(u)

h

=
g(u+ k)− g(u)

k

k

h

=
g(u+ k)− g(u)

k

f(x+ h)− f(x)

h
.

(2.2)

As a consequence one has

lim
h→0

g
(
f(x+ h)

)
− g
(
f(x)

)
h

= lim
k→0

g(u+ k)− g(u)

k
· lim
h→0

f(x+ h)− f(x)

h
= g′

(
u)f ′(x)

= g′
(
f(x)

)
f ′(x),
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as planned. Note that the only weak point in this proof is the assumption k ̸= 0. In
fact, if f is a constant function near x, then k = f(x + h) − f(x) = 0, for all h close
enough to 0, and one gets the statement directly from the �rst equality in (2.2), with
(g ◦ f)′(x) = 0. On the other hand, if f is not the constant function near x, then one
can choose su�ciently many k ̸= 0 such that the above proof is correct.

For example, this result allows us to compute d(fn)
dx

(x) for any n ∈ Z. Indeed, if we
set g(x) = pn(x) ≡ xn, then fn = pn ◦ f , which leads to

d(fn)

dx
(x) =

(
pn ◦ f

)′
(x) = n

(
pn−1 ◦ f

)
(x)f ′(x) = nfn−1(x)f ′(x).

Let us now consider f : (a, b) → R which is di�erentiable on (a, b), and let f ′ denote
its derivative. If the function f ′ : (a, b) → R is itself di�erentiable, one can compute
d(f ′)
dx

≡ f ′′ which corresponds to the derivative of f ′. A convenient notation for the
derivative of f ′ is f (2), but this notation should not be confused with f 2. The function
f ′′ ≡ f (2) : (a, b) → R is called the second derivative of f . Clearly, the process can
be continued, and one obtains higher order derivatives of f , or n-derivatives of f . The
notation f (n) corresponds to the derivative of f taken n times, and should again not be
confused with fn (the function f at a power n). If the function f (n) is continuous, one
says that the initial function f is n times continuously di�erentiable, and one writes
f ∈ Cn

(
(a, b)

)
.

Example 2.18. For any n, k ∈ N, the function pn : R ∋ x 7→ xn ∈ R is k times
continuously di�erentiable with, for any x ∈ R,

p(1)n (x) = nxn−1,

p(2)n (x) = n(n− 1)xn−2,

p(3)n (x) = n(n− 1)(n− 2)xn−3,

... =
...

p(n)n (x) = n(n− 1)(n− 2) . . . 2 · 1 = n!

p(k)n (x) = 0 for any k > n.

2.6 Implicit di�erentiation

Let us come back to curves in R2. Quite often, curves are described by a relation of the
form F (x, y) = 0 for (x, y) ∈ R2 and F a function of two variables. For example, the unit
circle described in (1.7) corresponds to the function F (x, y) := x2 + y2 − 1. As we have
seen in this example, the curve can sometimes be expressed locally with some explicit
functions, but in general such functions can not be exhibited. However, if we assume
that such functions exist locally, then one can get quite a lot of information about them.
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Fig. 2.4. A curve, and a local function

For example, one can get the tangent at a point of a curve without having an explicit
expression of the local function. This is part of the concept of implicit di�erentiation.
In fact, this subject will be studied more extensively in Calculus II, once functions of
an arbitrary number of variables will be studied. Nevertheless one can still scratch the
surface of the subject with our current knowledge ©.

We shall now present the main idea of the subject on an example, but it will be
clear that the special choice of the example is not important. Consider the curve de�ned
by the function F given by F (x, y) := 3x3y − y4 + 5x2 + 5, namely

C =
{
(x, y) ∈ R2 | F (x, y) = 0

}
.

It seems di�cult to represent this curve, and also to get a local expression for its
description. Nevertheless, let us assume that locally, this curve can be described by a
function. It is natural to call this function y, and therefore to write y : I ∋ x 7→ y(x) ∈ R,
for some interval I, see Figure 2.4. This function y satis�es the relation F

(
x, y(x)

)
= 0

for all x ∈ I, since the corresponding points
(
x, y(x)

)
∈ R2 belong to the curve. Thus,

the function

I ∋ x 7→ F
(
x, y(x)

)
= 3x3y(x)− y4(x) + 5x2 + 5 = 0 (2.3)

which means that it is the 0-function on this interval. But the 0-function can be dif-
ferentiate an arbitrary number of times, and all its derivatives are equal to 0. By using
the properties of di�erentiation recalled in Propositions 2.16 and 2.17 one infers that

dF
(
x, y(x)

)
dx

= 9x2y(x) + 3x3y′(x)− 4y3(x)y′(x) + 10x = 0

⇐⇒
[
3x3 − 4y3(x)

]
y′(x) = −9x2y(x)− 10x

⇐⇒ y′(x) =
−9x2y(x)− 10x

3x3 − 4y3(x)

as long as the denominator is not equal to 0.
As an application, consider the point (1, 2) which satis�es F (1, 2) = 0. As a conse-

quence, (1, 2) belongs to the curve C, and locally around this point the curve can be
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described by a function y as introduced above. Then, by using that y(1) = 2, the slope
of the tangent to the curve at the point (1, 2) is given by

y′(1) =
−9 · 12 · 2− 10 · 1

3 · 13 − 4 · 23
=

−18− 10

3− 32
=

−28

−29
=

28

29
.

With this information, one can also write the equation of the tangent to the curve at
the point (1, 2), namely

y =
28

29
(x− 1) + 2 =

28

29
x+

30

29
.

Let us emphasize that it is possible to go further in the analysis. For example, one
could check if the curve is below or above the tangent, or get a local approximation of
the curve by a polynomial, instead of just the tangent function. Note that the starting
point of these investigations is always the trivial equality (2.3).

2.7 Examples with basic functions

In this �nal section we consider the derivative of a few basic functions, namely the sine
and cosine functions, and the exponential function. For the trigonometric functions, the
following identities will be used, and should be �known�: for any x, y ∈ R
(i) cos2(x) + sin2(x) = 1,

(ii) sin(x+ y) = sin(x) cos(y) + cos(x) sin(y),

(iii) cos(x+ y) = cos(x) cos(y)− sin(x) sin(y),

(iv) sin(x)− sin(y) = 2 sin
(
x−y
2

)
cos
(
x+y
2

)
,

(v) cos(x)− cos(y) = −2 sin
(
x−y
2

)
sin
(
x+y
2

)
.

Let us now state an important lemma. Its proof will be given after two corollaries.

Lemma 2.19. One has limh→0
sin(h)

h
= 1.

Corollary 2.20. One has sin′(x) = cos(x) for any x ∈ R.
Proof. From its de�nition and by using formula (iv) one has

sin′(x) = lim
h→0

sin(x+ h)− sin(x)

h

= lim
h→0

2 sin(h/2) cos(x+ h/2)

h

=
(
lim
h→0

sin(h/2)

h/2

)(
lim
h→0

cos(x+ h/2)
)

= 1 · cos(x)
= cos(x),

as stated.
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Fig. 2.5. Construction for the proof of Lemma 2.19

Other results can be deduced from Lemma 2.19. The following statements will be
proved during the tutorial session:

Corollary 2.21. One has

(i) cos′(x) = − sin(x) for all x ∈ R,

(ii) limx→0
cos(x)−1

x
= 0,

(iii) limx→0
cos(x)−1

x2 = −1
2
.

Proof of Lemma 2.19. The proof is based on Figure 2.5, which is valid for π
2
> h > 0.

The case −π
2
< h < 0 can be obtained similarly. In the picture, the variable h should

be thought as an angle in radian. Observe that on Figure 2.5 the following equalities
for the lengths hold: OA = cos(h), AB = sin(h) and CD = tan(h) = sin(h)

cos(h)
. Based on

these equalities and on inequalities about areas

Area
(
△(OAB)

)
≤ h

2π
π12 ≤ Area

(
△(OCD)

)
one infers that

1

2
cos(h) sin(h) ≤ h

2
≤ 1

2
1 tan(h) =

1

2

sin(h)

cos(h)

⇐⇒ cos(h) ≤ h

sin(h)
≤ 1

cos(h)

⇐⇒ 1

cos(h)
≥ sin(h)

h
≥ cos(h).
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Since limh→0 cos(h) = 1 = limh→0
1

cos(h)
, one deduces 1 that

1 ≥ lim
h→0

sin(h)

h
≥ 1

which leads to the statement.

Let us now consider the exponential function. It has been shown during the tutorial
session that the function f : R → R de�ned by f(x) =

∑∞
n=0

1
n!

xn for any x ∈ R
satis�es the property f ′ = f . We call this function the exponential function and use
the notation f(x) = ex ≡ exp(x). Let us stress that for the time being, this is just
a notation for the function f , it has no other meaning. It is also easily observed that
e0 = 1 and a numerical computation leads to e1 =

∑
n∈N

1
n!

∼= 2.718 . . ..
Let us state and prove one result which says that, modulo constant, there exists only

one function f which satis�es f ′ = f . Here the expression modulo constant means that
if f has the mentioned property, then λf satis�es the same property for any λ ∈ R.

Lemma 2.22. Let g : R → R be a di�erentiable function satisfying g′ = g. Then one
has g(x) = λex for some λ ∈ R and all x ∈ R.

Proof. The proof consists in showing that the ratio g(x)
ex

is a constant independent of x.
Indeed, one has

d

dx

(g(x)
ex

)
=

g′(x)ex − g(x)ex

(ex)2
=

g(x)ex − g(x)ex

(ex)2
= 0

since (ex)′ = ex and g′(x) = g(x). Thus, one infers that g(x)
ex

= λ for some λ ∈ R and all
x ∈ R, which is equivalent to g(x) = λex.

Let us stress that the above proof contains two facts which have not been proved
yet. Firstly, we have assumed that ex ̸= 0 for all x ∈ R, which has not been proved so
far. Also, we have used the fact that if a function on R has a derivative equal to 0, then
the function is constant. This is obviously correct, but it has not been proved. We shall
come back to these two preliminary statements in the near future.

1See Squeeze theorem.

https://en.wikipedia.org/wiki/Squeeze_theorem
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Chapter 3

Mean value theorem

Our aim in this chapter is to prove the mean value theorem, a very useful tool for
proving several results. Before the statement of this theorem, a few preliminary results
are necessary.

3.1 Local maximum and minimum

In this �rst section we introduce the notion of local extremum (maximum or minimum),
and emphasize that this notion is de�ned on any function, without requiring any con-
tinuity or di�erentiability. We recall that I denotes either an open interval (a, b) or a
closed interval [a, b].

De�nition 3.1 (Local extremum). Let f : I → R be a function. A point x0 ∈ I
is a local maximum for f on I if there exists δ > 0 such that f(x0) ≥ f(x) for all
x ∈ (x0 − δ, x0 + δ) ∩ I. A point x0 ∈ I is a local minimum for f on I if there exists
δ > 0 such that f(x0) ≤ f(x) for all x ∈ (x0 − δ, x0 + δ) ∩ I.

Let us observe that this de�nition corresponds to two possible situations: If I is an
open interval and x0 ∈ I, then one can always choose δ > 0 such that (x0−δ, x0+δ) ⊂ I.
In such a case, the condition (x0 − δ, x0 + δ) ∩ I is trivially satis�ed, and thus not
necessary. On the other hand, if I is a closed interval [a, b] and if x0 = a, then the
condition (x0−δ, x0+δ)∩I is necessary, since the function is not de�ned for any x < a.
A similar observation holds if x0 = b.

Among the local extrema, one can often look for a global one.

De�nition 3.2 (Global extremum). Let f : I → R be a function. A point x0 ∈ I is a
global maximum for f on I if f(x0) ≥ f(x) for all x ∈ I. A point x0 ∈ I is a global
minimum for f on I if f(x0) ≤ f(x) for all x ∈ I.

Once these notions are introduced, it is natural to wonder if they really exist ? The
answer depend on f and on the interval I. For example, the function x 7→ 1/x has
no local of global maximum on (0, 1), and no local or global minimum. On the other

31
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Fig. 3.1. An illustration of the Intermediate value theorem

hand, it has a global maximum and a global minimum on the interval [1, 2]. Another
pathological example is provided by the function f : (0, 1) ∋ x 7→ 3 ∈ R with has a
global maximum at any x ∈ (0, 1) and a global minimum at any x ∈ (0, 1), with the
global maxima and the global minima equal to the same value 3. Note also that the
function x 7→ sin(x) has three global maxima on the interval [0, 4π]. These examples
show that a global extremum might not exist, and if it exists it might not be unique.
The de�nition does not require the uniqueness.

About the existence of global maxima or minima, the following result is important,
and quite natural. Surprisingly, its proof is rather long and involved. We do not provide
it, but refer to for the interested reader.

Theorem 3.3 (Extreme value theorem). Let f : [a, b] → R be a continuous function.
Then there exists xmax ∈ [a, b] and xmin ∈ [a, b] such that xmax is a global maximum of
f on [a, b] and xmin is a global minimum of f on [a, b].

Once again, let us emphasize that this statement does not mean that these global
extrema are unique, it only says that they exist.

The following statement is very much related to the previous one. Its proof is related
to the completeness of the real numbers, a subject which is slightly too advanced for
this course. We refer again to for its proof. Fortunately, the content of the
theorem is very intuitive, see Figure 3.1.

Theorem 3.4 (Intermediate value theorem). Let f : [a, b] → R be a continuous func-
tion, and set m := f(xmin) and M := f(xmax), with xmin and xmax provided by Theorem
3.3. Then, for any y ∈ [m,M ] there exists x ∈ [a, b] with y = f(x).

https://en.wikipedia.org/wiki/Extreme_value_theorem
https://en.wikipedia.org/wiki/Intermediate_value_theorem 
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In other words, the statement says that all values inside [m,M ] are the image by f
of some x ∈ [a, b]. Alternatively, one can say that the range of f is [m,M ].

Let us emphasize that for the previous two statements, only continuity was required.
It is not necessary that f is di�erentiable. From now on and for the following statement,
di�erentiability will be necessary.

De�nition 3.5 (Critical point). Let f : (a, b) → R be a di�erentiable function. A point
x0 ∈ (a, b) is a critical point of f if f ′(x0) = 0.

Let us provide a few simple examples:

Examples 3.6. (i) For f : R → R given by f(x) = cos(x) the points kπ with k ∈ Z
are critical points since cos′(kπ) = − sin(kπ) = 0,

(ii) For f : R → R given by f(x) = (x − 1)2 the point x = 1 is a critical point since
f ′(x) = 2(x− 1) and f ′(1) = 0,

(iii) For f : R → R given by f(x) = x3 the point x = 0 is a critical point since
f ′(x) = 3x2 and f ′(0) = 0.

The main use of critical points is described in the next statement.

Theorem 3.7. Let f : (a, b) → R be a di�erentiable function and let x0 ∈ (a, b) be a
local maximum or a local minimum. Then x0 is also a critical point.

In other words, this statement says that for a di�erentiable function on an open
interval (a, b) the local extrema can be found among the set of critical points. On the
other hand, the statement does not say anything about the points a and b.

Proof. Let us prove the statement for a local maximum at x0 ∈ (a, b), since the proof for
a local minimum is completely similar. For h > 0 small enough one has x0 + h ∈ (a, b)

and f(x0+h)−f(x0)
h

≤ 0 since x0 is a local maximum. On the other hand, for h < 0 one

has f(x0+h)−f(x0)
h

≥ 0 since both the numerator and the denominator are negative. Since
the function f is di�erentiable at x0 one has

0 ≤ lim
h↗0

f(x0 + h)− f(x0)

h
= f ′(x0) = lim

h↘0

f(x0 + h)− f(x0)

h
≤ 0

which implies that f ′(x0) = 0, as claimed.

3.2 The mean value theorem

The �rst result is about the existence of critical points for a function taking the same
value at two distinct points. Recall that a function f is continuous on a close interval
[a, b] if it is continuous on (a, b) and if limx↘a f(x) = f(a) and limx↗b f(x) = f(b).
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Fig. 3.2. An illustration of Rolle's theorem

Theorem 3.8 (Rolle's theorem). Let f : [a, b] → R be continuous on [a, b] and di�er-
entiable on (a, b). Assume also that f(a) = 0 = f(b). Then there exists c ∈ (a, b) with
f ′(c) = 0.

An illustration of this statement is provided in Figure 3.2.

Proof. If f = 0 (the constant function equal to 0), then f ′(x) = 0 for any x ∈ (a, b),
and thus the statement is proved. So, let us assume that f ̸= 0, which means that there
exists x ∈ (a, b) with f(x) ̸= 0. Suppose that f(x) > 0. Then, by the Extreme value
theorem 3.3 there exists a global maximum c on (a, b). Note that c ̸= a and c ̸= b
since f(a) = f(b) = 0 while f(x) > 0. By Theorem 3.7 one infers that f ′(c) = 0, as
claimed. If f(x) < 0, the proof is similar with a global minimum instead of a global
maximum.

Let us now consider a slightly di�erent setting, with f(a) ̸= f(b), see Figure 3.3.
In this �gure, we have assumed that f(b) > f(a). If we consider the right triangle
in R2 with coordinates

(
a, f(a)

)
,
(
b, f(a)

)
, and

(
b, f(b)

)
, the slope of its hypothenuse

is given by f(b)−f(a)
b−a

. The mean value theorem states that there exists c ∈ (a, b) with

f ′(c) = f(b)−f(a)
b−a

. More precisely:

Theorem 3.9 (Mean value theorem). Let f : [a, b] → R be continuous on [a, b] and

di�erentiable on (a, b). Then there exists c ∈ (a, b) with f ′(c) = f(b)−f(a)
b−a

.

Proof. Consider �rst the equation of the straight line passing through the points of
coordinates

(
a, f(a)

)
and

(
b, f(b)

)
:

y =
f(b)− f(a)

b− a
(x− a) + f(a).

We now de�ne a new function h : [a, b] → R given by the di�erence between f and the
straight line de�ned above, namely:

h(x) = f(x)−
(f(b)− f(a)

b− a
(x− a) + f(a)

)
.
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Fig. 3.3. An illustration of the mean value theorem

One easily checks that h(a) = 0 = h(b), and that h is di�erentiable on the interval
(a, b). Thus, by Rolle's theorem, there exists c ∈ (a, b) with h′(c) = 0. By computing
explicitly h′ and by evaluating this derivative at c it then follows that

f ′(c)− f(b)− f(a)

b− a
= 0,

which corresponds to the statement of the theorem.

As already mentioned, this result has several applications. We now provide two of
them. The following result is related to a missing argument in the proof of Lemma 2.22.

Corollary 3.10. Let f : (a, b) → R be di�erentiable with f ′(x) = 0 for any x ∈ (a, b).
Then f is a constant function.

Proof. Choose any a′, b′ ∈ (a, b) with a < a′ < b′ < b. The restriction of the function
f to the interval [a′, b′] is continuous, and di�erentiable on (a′, b′). Thus, by the mean

value theorem, there exists c ∈ (a′, b′) with f ′(c) = f(b′)−f(a′)
b′−a′

. However, since f ′(c) = 0,
it follows that f(b′) = f(a′). Since the two points a′, b′ are arbitrary, one infers that f
takes the same value on any point of (a, b), and therefore f is a constant function.

For the second statement, let us introduce the concept of an increasing (or decreas-
ing) function.

De�nition 3.11 (Increasing, decreasing). A function f : I → R is increasing if f(x1) ≤
f(x2) whenever x1, x2 ∈ I satisfy x1 < x2. The function is strictly increasing if f(x1) <
f(x2) whenever x1, x2 ∈ I satisfy x1 < x2. Conversely, the function f is decreasing if
f(x1) ≥ f(x2) whenever x1, x2 ∈ I satisfy x1 < x2. The function is strictly decreasing
if f(x1) > f(x2) whenever x1, x2 ∈ I satisfy x1 < x2.

Observe that for this de�nition, it is not necessary that the function is di�erentiable,
or even continuous. However, if the function is di�erentiable, one has:
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Lemma 3.12. Let f : [a, b] → R be continuous on [a, b] and di�erentiable on (a, b).
If f ′(x) ≥ 0 for any x ∈ (a, b), then the function is increasing on [a, b], and strictly
increasing if f ′(x) > 0. Conversely, if f ′(x) ≤ 0 for any x ∈ (a, b), then the function is
decreasing on [a, b], and strictly decreasing if f ′(x) < 0.

Proof. We only consider the �rst situation, namely f ′(x) ≥ 0 or f ′(x) > 0. Choose
x1, x2 ∈ (a, b) with x1 < x2. By the mean value theorem applied to f restricted to

[x1, x2], there exists c ∈ (x1, x2) such that f ′(c) = f(x2)−f(x1)
x2−x1

. If f ′(x) ≥ 0, it follows
that f(x2) ≥ f(x1), while if f

′(x) > 0 one infers that f(x2) > f(x1). Since x1 and x2

are arbitrary, it follows that f is either increasing or strictly increasing, depending on
the inequality (not strict or strict). Note that the decreasing situation can be proved
with a similar argument.

Let us still derive a slightly stronger version of the mean value theorem. It will then
be used for a precise proof of L'Hôpital's rule.

Theorem 3.13 (Cauchy mean value theorem). Let f, g : [a, b] → R be continuous on
[a, b] and di�erentiable on (a, b). Then there exists c ∈ (a, b) such that

f ′(c)
(
g(b)− g(a)

)
= g′(c)

(
f(b)− f(a)

)
Proof. We shall consider two cases. Firstly, if g(b) = g(a), then the existence of c such
that g′(c) = 0 can be easily deduced from Rolle's theorem by considering the shifted
function g − g(a).

We can now assume that g(b) ̸= g(a). Let us de�ne the function h : [a, b] → R by

h(x) := f(x)− f(b)− f(a)

g(b)− g(a)
g(x)− f(a)g(b)− f(b)g(a)

g(b)− g(a)
, ∀x ∈ [a, b].

Clearly, the function h is di�erentiable on (a, b), and satis�es h(a) = h(b) = 0. By
Rolle's theorem applied to h one infers that there exists c ∈ (a, b) with h′(c) = 0.
However, this is equivalent to

f ′(c)− f(b)− f(a)

g(b)− g(a)
g′(c) = 0 ⇐⇒ f ′(c)

(
g(b)− g(a)

)
= g′(c)

(
f(b)− f(a)

)
,

as stated.

Proof of L'Hôpital's rule, Theorem 2.15. In the framework of this statement one has

f(x)

g(x)
=

f(x)− f(x0)

g(x)− g(x0)
=

f ′(c)

g′(c)

for some c ∈ (x0, x), as provided by Theorem 3.13. Since x approaching x0 implies that
c is also approaching x0, one infers that

lim
x→x0

f(x)

g(x)
= lim

c→x0

f ′(c)

g′(c)
= lim

x→x0

f ′(x)

g′(x)

which exists, by the assumption of the theorem.
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3.3 Sketching graphs

With the notions introduced so far, the graph of a function can be drawn quite precisely.
We shall not develop this subject here, but just list the main points, and refer to Chapter
VI of the book of Lang for more details. The key points for drawing the graph of a
di�erentiable function f are:

(i) Compute the intersections of the function with the coordinate axes (when x = 0
or when f(x) = 0),

(ii) Locate the critical points, see De�nition 3.5,

(iii) Among the critical points, determine the local maxima and local minima, see
De�nition 3.1,

(iv) Determine the asymptotic behavior, as for example limx→±∞ f(x), limx↘x0 f(x),
or limx↗x0 f(x) whenever these expressions are meaningful, and when x0 is a
singular point for f ,

(v) Determine the region of increase or decrease for f , see De�nition 3.11.

Let us �nally mention that if the function f is twice di�erentiable, then the second
derivative also provides some information. For example, if x0 is a critical point for
f , the following properties hold: if f ′′(x0) > 0 then x0 is a local minimum, while if
f ′′(x0) < 0 then x0 is a local maximum. If f ′′(x0) = 0, one can not conclude if x0 is a
local maximum, a local minimum, or none of them. In this situation, further analysis
is necessary. As an example of this situation, the functions x 7→ x3 and x 7→ x4 possess
a critical point at x0 = 0 but the behaviors of these functions at this point are quite
di�erent.

http://www.math.nagoya-u.ac.jp/~richard/teaching/f2016/Sketch_curves.pdf
http://www.math.nagoya-u.ac.jp/~richard/teaching/f2016/Sketch_curves.pdf
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Chapter 4

Inverse functions

In this chapter we shall deal with the following important question: given f : I → R
and any y ∈ R, is it possible to �nd explicitly x such that f(x) = y, or more precisely
can we solve x = g(y) for some function g ? Clearly, the answer is sometimes yes and
sometimes no, depending on f , on its domain Dom(f), on its codomain and on its range
Ran(f), see De�nition 1.7 for these concepts. In addition, if the inverse function exists,
we shall also derive some of its properties. A few examples will be considered.

4.1 The inverse function

Let us be more precise about the de�nition of the inverse function. We are looking for
a function g having the following properties:

g
(
f(x)

)
= x for all x ∈ Dom(f) and f

(
g(y)

)
= y for all y ∈ Ran(f). (4.1)

Note that the function g has to be de�ned on Ran(f) in order to give a meaning to
these conditions. Before looking at a necessary condition for the existence of g, let us
consider two examples:

Examples 4.1. (i) Consider f : [0,∞) → R with f(x) := x2. Then the function
g : [0,∞) → [0,∞) given by g(x) :=

√
x satis�es the two conditions stated in

(4.1) since g
(
f(x)

)
=

√
x2 = x for any x ∈ [0,∞) and

(√
y
)2

= y for any
y ∈ [0,∞). Here, we have used that Ran(f) = [0,∞).

(ii) Consider f : R → R with f(x) := x2. In this case, the previous function g does
not verify the �rst condition of (4.1) since one has

√
(−2)2 = 2 ̸= −2. In fact,

in this example it is impossible to �nd a function g verifying the two conditions
of (4.1).

With the notions of injectivity, surjectivity and bijectivity introduced in De�nition
1.8 it is rather easy to understand the problem with the second example. Indeed, as
already mentioned a function is always surjective on its image, which means that for
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any y ∈ Ran(f) one can always �nd x ∈ Dom(f) such that f(x) = y. Because of this,
a function g : Ran(f) → Dom(f) given for y ∈ Ran(f) by g(y) := x (the x mentioned
in the previous sentence) can always be de�ned, and satisfy the relation f

(
g(y)

)
= y.

Thus, the second condition of (4.1) can always be satis�ed for a certain function g. As
a consequence, the main problem is the �rst condition in (4.1), which is related to the
notion of injectivity. Indeed, if there exist x1, x2 ∈ Dom(f) with x1 ̸= x2 but which
satisfy f(x1) = f(x2), then it is impossible to de�ne a function g : Ran(f) → Dom(f)
verifying g

(
f(x1)

)
= x1 and g

(
f(x2)

)
= x2, since this would contradict that the function

g associates to any point on its domain a single value in its codomain. By putting the
two observations together one infers that there exists a function g : Ran(f) → Dom(f)
satisfying (4.1) if and only if f is bijective. In fact, whenever such a function g exists
one easily proves that this function is unique. As a consequence, one sets:

De�nition 4.2 (Inverse of a function). For any function f : Dom(f) → Ran(f) which
is bijective, the only function g : Ran(f) → Dom(f) which satis�es (4.1) is called the
inverse of f and is denoted by f−1.

Let us immediately stress that the notation is ambiguous and that one has to be
careful. Indeed, f−1 denotes the inverse of f , but depending on the context it can
also denote the function 1

f
. Unfortunately, both notations are commonly used, but

usually the context provides su�cient information for deciding the correct meaning of
the expression. In fact, the notation f−1 for 1

f
corresponds to the inverse function with

respect to the multiplication operation (since f · 1
f
= 1) while the notation f−1 for the

function g satisfying (4.1) corresponds to the inverse for the composition of functions
since f ◦ f−1 = id and f−1 ◦ f = id with id the identity function de�ned by id(x) = x.
Note that with this function the two relations (4.1) simply read

f−1 ◦ f = id f ◦ f−1 = id. (4.2)

In the next statement, we provide a su�cient condition for the existence of an
inverse. Recall that the notion of a strictly increasing or strictly decreasing function
has been introduced in De�nition 3.11.

Proposition 4.3. Let f : [a, b] → R be a continuous and strictly increasing function,
and set α := f(a) and β := f(b). Then f is bijective, and therefore there exists an in-
verse function f−1 : [α, β] → [a, b] such that the conditions (4.2) are satis�ed. Similarly,
if f is continuous and strictly decreasing, then f is bijective, and therefore there exists
an inverse function f−1 : [β, α] → [a, b] such that the conditions (4.2) are satis�ed.

The proof of this statement will be studied during the tutorial session. In fact, the
previous statement can be strengthened a little bit:

Exercise 4.4. In the framework of the previous proposition, show that the inverse is a
continuous function.
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Let us still provide one geometric characterization of the inverse function. For this
we recall that the graph of a function has been introduced in (1.2). In the sequel, we
shall write graph(f) for the graph of a function.

Theorem 4.5 (Re�ection theorem). Let f : [a, b] → [α, β] be a bijective function, with
inverse f−1 : [α, β] → [a, b]. Then, for any (x, y) ∈ [a, b]× [α, β] one has

(x, y) ∈ graph(f) ⇐⇒ (y, x) ∈ graph(f−1).

By using the bijectivity of f the proof of this statement is rather easy and is left as
an exercise.

4.2 Derivative of the inverse function

We shall now study the derivative of the inverse function, in the framework of Propo-
sition 4.3. In the next statement, we shall assume that f is strictly increasing, but a
similar statement holds if f is strictly decreasing.

Theorem 4.6. Let f : [a, b] → R be continuous and di�erentiable on (a, b) with f ′(x) >
0 for all x ∈ (a, b). Set α := f(a) and β := f(b), and let f−1 : [α, β] → [a, b] be the
inverse function. Then f−1 is continuous on [α, β] and di�erentiable on (α, β) with

(
f−1
)′
(y) =

1

f ′
(
f−1(y)

) , ∀y ∈ (α, β). (4.3)

Proof. Let us �x y ∈ (α, β) and δ > 0 such that y + h ∈ (α, β) for all |h| < δ. We also
set x := f−1(y) and x + k := f−1(y + h), which exist by Proposition 4.3. Since f−1 is
continuous, by Exercise 4.4 it follows that

lim
h→0

k = lim
h→0

(
f−1(y + h)− f−1(y)

)
= 0

and therefore k goes to 0 as h goes to 0. Note also that h = (y+h)−y = f(x+k)−f(x),
and therefore one has

lim
h→0

f−1(y + h)− f−1(y)

h
= lim

h→0

k

f(x+ k)− f(x)
= lim

k→0

1
f(x+k)−f(x)

k

=
1

f ′(x)
=

1

f ′
(
f−1(y)

) ,
as expected.

Let us now consider a few examples.
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Examples 4.7. (i) Consider sin :
[
− π

2
, π
2

]
∋ x 7→ sin(x) ∈ [−1, 1]. For any x ∈

(
−

π
2
, π
2

)
one has sin′(x) = cos(x) > 0, which implies by Theorem 4.6 that sin (de�ned

on the domain
[
− π

2
, π
2

]
) is invertible, with inverse denoted by sin−1, or more

commonly by arcsin. By the previous theorem one also has for any y ∈ (−1, 1)

arcsin′(y) =
1

sin′(arcsin(y))
=

1

cos(arcsin(y))
=

1√
1− sin(arcsin(y))2

=
1√

1− y2
.

(ii) Consider cos : [0, π] ∋ x 7→ cos(x) ∈ [−1, 1]. For any x ∈ (0, π) one has cos′(x) =
− sin(x) < 0, which implies by an adaptation of Theorem 4.6 to strictly decreasing
functions that cos (de�ned on the domain [0, π]) is invertible, with inverse denoted
by cos−1, or more commonly by arccos. By the previous theorem one also has for
any y ∈ (−1, 1)

arccos′(y) = − 1

sin(arccos(y))
= − 1√

1− cos(arccos(y))2
= − 1√

1− y2
.

(iii) Consider tan :
(
− π

2
, π
2

)
∋ x 7→ tan(x) ∈ R. For any x ∈

(
− π

2
, π
2

)
one has

tan′(x) = 1+ tan2(x) > 1, which implies by Theorem 4.6 that tan (de�ned on the
domain

(
− π

2
, π
2

)
) is invertible, with inverse denoted by tan−1, or more commonly

by arctan. By the previous theorem one also has for any y ∈ R

arctan′(y) =
1

tan′(arctan(y))
=

1

1 + tan(arctan(y))2
=

1

1 + y2
.

4.3 Exponential and logarithm functions

In this section we thoroughly introduce the exponential function and its inverse, the
logarithm function. Recall that the exponential function has been introduced as the
function f : R → R de�ned by

f(x) :=
∞∑
n=0

1

n!
xn for any x ∈ R. (4.4)

It has been shown during the tutorial session that this function satis�es f ′ = f . In
Lemma 2.22, it has also been proved that modulo a multiplicative constant there exists
only one function satisfying the relation f ′ = f . Thus, the exponential function de�ned
in (4.4) corresponds to the only function satisfying f ′ = f together with the normal-
ization f(0) = 1. As already mentioned, we shall use the notation ex ≡ exp(x) for this
function, which means that exp : R → R with ex given by the r.h.s. of (4.4). However,
so far the notation ex has no special meaning: it is just the function de�ned by the
r.h.s. of (4.4).

The main properties of this function are gathered in the next statement.
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Lemma 4.8. One has for any x, y ∈ R

(i) exe−x = 1,

(ii) ex > 0,

(iii) The function R ∋ x 7→ ex ∈ R is strictly increasing,

(iv) ex+y = exey.

Note that property (ii) has already been used in the proof of Lemma 2.22. Also,
property (i) gives a justi�cation of the equality e−x = 1

ex
= (ex)−1.

Proof. (i) By the product rule together with the composition rule one has(
exe−x

)′
= (ex)′e−x + ex(e−x)′ = exe−x − exe−x = 0 ∀x ∈ R.

It then follows that the function x 7→ exe−x is a constant function, see Corollary 3.10.

Now, this constant can be determined since e0e−0 =
(
e0
)2

= 12 = 1.
(ii) It follows from (i) that ex ̸= 0 for any x ∈ R. By the Intermediate value theorem

3.4 one infers that ex > 0 for all x ∈ R, or ex < 0 for all x ∈ R. However, since e0 = 1,
the second alternative can be ruled out, and therefore ex > 0 for all x ∈ R.

(iii) Since
(
ex
)′
= ex > 0 (by (ii)), it follows that the exponential function is strictly

increasing.
(iv) For �xed x ∈ R, let us consider the function ϕ : R ∋ y 7→ ϕ(y) := ex+y

ey
∈ R. By

computing its derivative (with respect to y) one has

ϕ′(y) =
(ex+y)′ey − ex+y(ey)′

(ey)2
=

ex+yey − ex+yey

(ey)2
= 0.

Thus, one infers again from Corollary 3.10 that ϕ is a constant function, and therefore
ϕ(y) = ϕ(0) for any y ∈ R. Since ϕ(0) = ex one deduces that ex+y

ey
= ex, as planned. �

From the above property (iii) and from Theorem 4.6 one infers that the exponential
function is invertible. In order to determine its inverse, the range of the exponential
function has to be computed �rst. In fact, one easily observes that x 7→ ex can take
arbitrary large values, which means that for any large M ∈ R, there exists x ∈ R
such that ex > M . Then, from the above property (i), it follows that e−x can be made
arbitrarily close to 0. From this observation one infers that Ran(exp) = (0,∞). Thus,
the inverse of the exponential function is a function from (0,∞) to R, and this function
is called the logarithm function. More precisely, one has ln : (0,∞) → R with eln(y) = y
for any y ∈ (0,∞), and ln

(
ex
)
= x for any x ∈ R. From Theorem 4.6, it also follows

that the logarithm function is a di�erentiable function on (0,∞).
Let us now state a few properties of the logarithm function. These relations can be

deduced from Lemma 4.8, and they will be proved at the tutorial session.

Lemma 4.9. For any x, y ∈ (0,∞) and q ∈ Q one has
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(i) ln(x)′ = 1
x
,

(ii) ln(xy) = ln(x) + ln(y),

(iii) ln(xq) = q ln(x).

The property (iii) is going to play an important role for answering a question

already raised in Chapter 1, namely how to de�ne π
√
2 or 3π ? However, in order to

do it properly, one property of continuous functions has to stated. We present it in an
exercise:

Exercise 4.10. Prove the following (closely related) statements:

(i) Let f : (a, c) → R be a continuous function at b ∈ (a, c), and let (xn)n∈N, with
xn ∈ (a, c), be a convergent sequence with limn→∞ xn = b. Show that the following
equality holds:

lim
n→∞

f(xn) = f(b).

(ii) Let f : (a, c) → R be a continuous function at b ∈ (a, c), and let g : (α, γ) → (a, c)
be another function satisfying limx→β g(x) = b for some β ∈ (α, γ). Show that the
following equality holds:

lim
x→β

f
(
g(x)

)
= f(b).

With a rough notation, these statements read

lim
n→∞

f(xn) = f
(
lim
n→∞

xn

)
and lim

x→β
f
(
g(x)

)
= f

(
lim
x→β

g(x)
)
. (4.5)

Let us stress that these properties hold because f is continuous at b, for arbitrary func-
tions these equalities are not correct.

Let us now recall that for any α ∈ R, there exists a sequence (qn)n∈N with qn ∈
Q such that limn→∞ qn = α. This sequence corresponds to an approximation of any
real number by rational numbers. Clearly, this sequence is not unique, but this non-
uniqueness does not play any role. Thus, if we use the rough notation introduced above
together with the property (iii) of Lemma 4.9 one has for x ∈ (0,∞):

xα := lim
n→∞

xqn = eln(limn→∞ xqn ) = elimn→∞ ln(xqn ) = elimn→∞ qn ln(x) = eα ln(x)

where we have used (4.5) in the third equality, since the logarithm function is continuous.
Based on these equalities, it is now natural to de�ne precisely xα:

De�nition 4.11. For any x ∈ (0,∞) and any α ∈ R one sets

xα := eα ln(x). (4.6)

Thus, with this expression we can give a meaning to xα for any α ∈ R, and not
only in Q. Clearly, if α ∈ Q the above de�nition corresponds to the previous one, since
eα ln(x) = eln(x

α) = xα, by property (iii) of Lemma 4.9. As a consequence, the above
de�nition is an extension of the one seen in Chapter 1. Note that a few additional
properties of the exponential function will be studied at the tutorial session.



Chapter 5

Integration

The aim of this chapter is to provide an operation which is essentially the inverse of
taking a derivative. We shall also use this operation for computing some areas.

5.1 The inde�nite integral

We start with the main de�nition of this section:

De�nition 5.1 (Inde�nite integral). Let f : (a, b) → R be a function. An inde�nite
integral for f is a di�erentiable function F : (a, b) → R which satis�es F ′ = f . By
extension, for f : [a, b] → R, an inde�nite integral is a function F : [a, b] → R di�er-
entiable on (a, b) and satisfying F ′(x) = f(x) for any x ∈ (a, b). The notations

∫
f of∫

f(x)dx are used for representing an inde�nite integral for f .

An inde�nite integral is also called an antiderivative or a primitive function for f .
Note that this de�nition does not imply the existence or the uniqueness of an inde�nite
integral for an arbitrary function f .

Examples 5.2. (i) For n ∈ N and f : R ∋ x 7→ xn ∈ R, an inde�nite integral is
given by the function F : R ∋ x 7→ 1

n+1
xn+1. Note that the function F + c, where

c is any constant, is also an inde�nite integral for f .

(ii) For f : [0, 2π] ∋ x 7→ cos(x) ∈ R, an inde�nite integral is given by the function
F : [0, 2π] ∋ x 7→ sin(x) + 3 ∈ R. Note that 3 could be replaced by any number,
and the new function would also be an inde�nite integral for f .

(iii) For f : (0,∞) ∋ x 7→ 1
x
∈ R, the function F : (0,∞) ∋ x 7→ ln(x) + cst ∈ R,

where cst means any constant, is an inde�nite integral for f .

It clearly follows from these examples that if F is an inde�nite integral for f ,
then the function F + cst is also an inde�nite integral for f . In fact, on an interval,
all inde�nite integrals for f di�er by a constant. Indeed, suppose that F1 and F2 are
inde�nite integrals for f on (a, b). By assumption F ′

1 = f and F ′
2 = f , from which one

45
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infers that (F1 − F2)
′(x) = 0 for all x ∈ (a, b). It then follows from Corollary 3.10 that

F1 − F2 = cst, which means F1 = F2 + cst. However, if f is de�ned on two disjoint
intervals, then two inde�nite integrals for f might di�er more. For example, consider
f : (−π, 0) ∪ (0, π) ∋ x 7→ cos(x) ∈ R, then

F : (−π, 0) ∪ (0, π) ∋ x 7→

{
sin(x) + cst1 if x ∈ (−π, 0)

sin(x) + cst2 if x ∈ (0, π).

On this example and because the two intervals are disjoint, one can choose two con-
stants. Thus, the inde�nite integrals for f are not indexed by one constant, but by two
of them. Another example is provided by the function f : R∗ ∋ x 7→ 1

x
∈ R, what is an

inde�nite integral for f ? In fact, one easily observes that the following function F is
the most general inde�nite integral for f :

F : R∗ ∋ x 7→

{
ln(x) + cst1 if x > 0

ln(−x) + cst2 if x < 0.

Here, most general means that any inde�nite integral for f is obtained from this general
expression by �xing the constants cst1 and cst2.

5.2 Areas

Given a function f : [a, b] → R, it is not clear how an inde�nite integral for f can be
found. In this section, we show the relation between an inde�nite integral, and the area
below a graph. However, this section is a little bit sloppy §, but the following one will
contain a more rigorous approach ©.

Let us consider a function f : [a, b] → R+ which is continuous. We recall that
R+ = {x ∈ R | x ≥ 0}. Let us also de�ne F : [a, b] → R+, given for x ∈ [a, b] by

F (x) = the area below the graph of f between a and x. (5.1)

A representation of the function F is provided in Figure 5.1. Clearly, one has F (a) = 0
and F (b) is equal to the area below the graph of f between a and b. Our main interest
for F is explained by the following statement:

Theorem 5.3. Let f : [a, b] → R+ be continuous and let F be de�ned as explained
above. Then F : [a, b] → R+ is di�erentiable on (a, b) and satis�es F ′(x) = f(x) for
any x ∈ (a, b).

In other words, the function F is one inde�nite integral for f . In fact, it is not an
arbitrary one, it is the inde�nite integral which satis�es F (a) = 0. Before providing the
proof of this Theorem, let us point out the weakness of the statement: How is the area
below the graph of f de�ned ? We haven't described this concept very precisely, and
it is more or less an intuitive de�nition. The role of the next section will be to give a
precise meaning to this concept. However, we can already give a proof of this theorem,
which will be correct once the good de�nition of area is provided.
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Fig. 5.1. A representation of the function F

Proof. Let x ∈ (a, b) and consider h > 0 small enough such that x + h ∈ (a, b) (a

similar argument holds for h < 0 small enough). One has to consider F (x+h)−F (x)
h

.
For that purpose, let us recall from the Extreme value theorem 3.3 that there exists
xmax(h) ∈ [x, x+ h] and xmin(h) ∈ [x, x+ h] such that

f
(
xmin(h)

)
≤ f(y) ≤ f

(
xmax(h)

)
∀y ∈ [x, x+ h].

Note that we have indicated that xmax and xmin depend on h because they are related
to the interval [x, x+ h]. Then by looking at the areas in Figure 5.2 one infers that

hf
(
xmin(h)

)
≤ F (x+ h)− F (x) ≤ hf

(
xmax(h)

)
(5.2)

where the left and the right terms represent the areas of some rectangles, while the
term in the middle represent the area below the graph of f between x and x+h. These
inequalities are equivalent to

f
(
xmin(h)

)
≤ F (x+ h)− F (x)

h
≤ f

(
xmax(h)

)
.

Since f is continuous, and since xmin(h) and xmax(h) belong to the inteval [x, x + h]
one infers that

lim
h→0

f
(
xmin(h)

)
= f(x) = lim

h→0
f
(
xmax(h)

)
.

Finally, by the Squeeze theorem one gets

f(x) = lim
h→0

f
(
xmin(h)

)
≤ lim

h→0

F (x+ h)− F (x)

h
≤ lim

h→0
f
(
xmax(h)

)
= f(x),

which means that F ′(x) := limh→0
F (x+h)−F (x)

h
exists, and is equal to f(x). Since x is

arbitrary in (a, b) this proves the statement. □

Consider again the continuous function f : [a, b] → R, and let G be an arbitrary
inde�nite integral for f . By the discussion of the previous section, one has G = F + c,
where F is the inde�nite integral de�ned in (5.1) and c ∈ R is a constant. Since F is
related to the area below the graph of f , one can easily deduce the following result:

https://en.wikipedia.org/wiki/Squeeze_theorem
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Fig. 5.2. The three areas appearing in (5.2)

Corollary 5.4. Let f : [a, b] → R+ be continuous, and let G be an inde�nite integral
for f . Then the area below the graph of f between a and b is given by G(b)−G(a).

Proof. Since G = F + c for some constant c and the function F discussed in Theorem
5.3, one has

G(b)−G(a) =
(
F (b) + c

)
−
(
F (a) + c

)
= F (b)− F (a) = F (b)− 0 = F (b),

where F (b) corresponds to the area below the graph of f . □

As already mentioned, the main problem with this section is that the area is not a
well-de�ned notion. In the next section, we formalize this concept.

5.3 Riemann sums

In this section we shall consider how to make the construction of the previous section
more precise.

De�nition 5.5 (Partition of an interval). For any interval [a, b] and any n ∈ N we call
a n-partition P of [a, b] a set of n + 1 points {x0, x1, . . . , xn} with x0 = a, xn = b and
xj−1 < xj for any j = 1, 2, . . . , n.

Let us mention that the notion of partition is more general than this. It corresponds
to the division of an object into smaller parts. Here, since we consider an interval,
the smaller parts consist also in smaller intervals. However, since intervals are fully
determined by their endpoints, it is su�cient to provide a list of these endpoints for
de�ning the partition. This is the content of De�nition 5.5. Clearly, the simplest example
is the so-called regular partition with xj = a+ j b−a

n
. For this partition, each subinterval

is of the same length, namely b−a
n
.

In the next de�nition and in addition to the partition, we shall have to �x one
point in each subinterval. Later on, we shall see that the precise choice of these points
is not important. We also recall that a function f : [a, b] → R is bounded if there exists
M < ∞ such that |f(x)| < M for all x ∈ [a, b].
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De�nition 5.6 (Riemann sum). Let f : [a, b] → R be bounded, let n ∈ N, and let P be
a n-partition of [a, b]. For any family C := {c1, c2, . . . , cn} with xj−1 ≤ cj ≤ xj one sets

RC(f,P) :=
n∑

j=1

f(cj)(xj − xj−1)

and call it the Riemann sum for f , depending on the partition P and on the family C.

Fig. 5.3. One Riemann sum for a partition in 5 subintervals

One example of a Riemann sum is provided in Figure 5.3. Compared to the previous
section, note that we do not assume that f is a positive function anymore. However,
if the function is positive, it appears from this picture that the Riemann sum gives an
approximation of the area below the graph of f between a and b. The main idea now
will be to consider �ner and �ner partitions of [a, b], which means partitions with more
subintervals and of smaller lengths.

In addition to choosing �ner partitions, the arbitrary choice of the points cj will
also stop playing a role. For any j ∈ {1, . . . , n} let us �x the value supx∈[xj−1,xj ]

f(x)
and de�ne the upper Riemann sum (in fact Darboux sum)

Rmax(f,P) :=
n∑

j=1

sup
x∈[xj−1,xj ]

f(x)(xj − xj−1).

Similarly, one can choose infx∈[xj−1,xj ] f(x) and de�ne the lower Riemann sum by

Rmin(f,P) :=
n∑

j=1

inf
x∈[xj−1,xj ]

f(x)(xj − xj−1).

Note that these sums are well de�ned thanks to the boundedness condition on f . If f is
not bounded, one can not be sure that these expressions are well de�ned. Also, observe
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that if f is continuous, these in�mum and supremum are realized by some points cj,
but if f is not continous, these cj might not exist. Then, one also observes that the
following inequalities hold:

−M(b− a) ≤ Rmin(f,P) ≤ RC(f,P) ≤ Rmax(f,P) ≤ M(b− a),

for any choice of C as speci�ed above. Note that in these inequalities, the partition P
has been kept constant. What about considering di�erent partitions ?

In order to compare partitions, let us give a precise de�nition to a �ner partition.
Consider P a n-partition of [a, b] and let P ′ be a n′-partition of [a, b] with n′ > n. We say
that P ′ = {x′

0, x
′
1, . . . , x

′
n′} with x′

0 = a and x′
n′ = b is �ner than P = {x0, x1, . . . , xn}

with x0 = a and xn = b if P ⊂ P ′. In other words, the points of P are included inside the
set of points corresponding to the partition P ′. This means that some of the intervals
of the partition given by P are divided into subintervals in the partition de�ned by P ′,
see Figure 5.4.

Fig. 5.4. One partition and a �ner one

When considering a �ner partition P ′, one infers that

Rmin(f,P) ≤ Rmin(f,P ′) ≤ Rmax(f,P ′) ≤ Rmax(f,P)

as it clearly appears in Figure 5.5.

Fig. 5.5. The lower contribution in yellow and the upper contribution in green

It means that whenever one considers a �ner partition, the lower Riemann sum
increases, while the upper Riemann sum decreases. Thus, by considering a family of
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�ner and �ner partitions one ends up with an increasing family of lower Riemann sums,
and a decreasing family of upper Riemann sums. Since the increasing family is upper
bounded (by M(b − a) for example) while the decreasing family is lower bounded (by
−M(b− a) for example), these two families are converging. Note that strictly speaking
we are using here a slightly stronger argument than the Monotone convergence theorem
presented in Theorem. Thus, the remaining question is about the equality of the two
limits, namely

lim
�ner P

Rmin(f,P)
?
= lim

�ner P
Rmax(f,P). (5.3)

But each good question deserves a de�nition, isn't it ?

De�nition 5.7 (Riemann integrable function, Riemann integral). A bounded function
f : [a, b] → R is called Riemann integrable if

sup
partition P

Rmin(f,P) = inf
partition P

Rmax(f,P). (5.4)

If f is Riemann integrable, we write
∫ b

a
f(x)dx for the value given by (5.4), and call it

the Riemann integral of f on [a, b]. The set [a, b] is also called the domain of integration.

Let us just emphasize that the notation in (5.4) is slightly more general than the
one presented in (5.3). Indeed, in (5.3) the idea was to start with one partition, and
then to consider �ner ones. In (5.4) one does not prescribe any initial partition, but
one considers all of them through sequences (or more precisely nets) of �ner and �ner
partitions.

A natural attitude now is to wonder if any function is Riemann integrable ? Let us
�rst check that not all functions are Riemann integrable.

Example 5.8. Consider the function f : [0, 1] → R given for x ∈ [0, 1] by

f(x) :=

{
1 if x ∈ Q
0 if x ∈ R \Q

.

Then, one easily observes that for any partition P of [0, 1] one has Rmin(f,P) = 0 while
Rmax(f,P) = 1. In such a situation, it is clear that (5.4) will not be satis�ed, which
means that this function f is not Riemann integrable.

Fortunately, there exist quite many functions which are Riemann integrable. The
following statement is rather standard and the proof can be found in any serious text-
book about calculus or Riemann integrals. Before stating it, let us mention a rather
easy fact about continuous functions on [a, b]: such functions are bounded. This can be
inferred from the Extreme value theorem 3.3.

Theorem 5.9. Any continuous function f : [a, b] → R is Riemann integrable.

https://en.wikipedia.org/wiki/Net_(mathematics)
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This theorem asserts that the expression
∫ b

a
f(x)dx is well de�ned for any continuous

function on [a, b] and corresponds to the quantity de�ned by (5.4). Let us emphasize that
(5.4) is only a real number, it is not a function, and that this number, or the expression∫ b

a
f(x)dx, is called a de�nite integral for f on the interval [a, b]. If the function f

satis�es f(x) ≥ 0 for all x ∈ [a, b], then the expression
∫ b

a
f(x)dx corresponds to the

construction of Section 5.2. On the other hand, if the sign of f is not prescribed, the
expression

∫ b

a
f(x)dx computes the oriented area, as shown in Figure 5.6

Fig. 5.6. Oriented area

Remark 5.10. The theory of Riemann integrals is only sketched here, a complete
and very well written approach can be found in the lecture notes of Prof. Hunter (UC
Davies). In particular, these notes contain the proof of the properties of the Riemann
integral stated in the next section. Let us also mention that other types of integrals exist,
like the Lebesgue integral, which allow us to integrate more general functions.

5.4 Properties of the Riemann integral

Let us state a few properties of the Riemann integral. Intuitively, these properties are
rather natural, but a precise proof involves the Riemann sums introduced in the previous
section, and some limiting procedures.

Lemma 5.11. Let f, g be two bounded and Riemann integrable functions on the interval
[a, b], and let λ ∈ R. Then the following properties hold:

(i) If c ∈ (a, b), then
∫ b

a
f(x)dx =

∫ c

a
f(x)dx+

∫ b

c
f(x)dx,

(ii)
∫ b

a
[λf ](x)dx = λ

∫ b

a
f(x)dx,

(iii)
∫ b

a
[f + g](x)dx =

∫ b

a
f(x)dx+

∫ b

a
g(x)dx,

(iv) If g(x) ≥ f(x) for all x ∈ [a, b], then
∫ b

a
g(x)dx ≥

∫ b

a
f(x)dx,

http://www.math.nagoya-u.ac.jp/~richard/teaching/f2020/Riemann_int.pdf
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(v) The product fg is a Riemann integrable function.

Let us just mention that for the proof of (iv) one can consider the function g − f

which satis�es [g − f ](x) ≥ 0 for all x ∈ [a, b]. Then, one has
∫ b

a
[g − f ](x)dx ≥ 0, since

this integral corresponds to the surface below the graph of g − f , as introduced in the
previous section. One �nally deduces from (iii) that∫ b

a

[g − f ](x)dx ≥ 0 ⇐⇒
∫ b

a

g(x)dx−
∫ b

a

f(x)dx ≥ 0 ⇐⇒
∫ b

a

g(x)dx ≥
∫ b

a

f(x)dx.

So far, we have consider Riemann integrals on intervals [a, b] with a < b. It is then
natural to set ∫ a

b

f(x)dx := −
∫ b

a

f(x)dx

which allows us to write
∫ d

c
f(x)dx without imposing that c < d or d < c. In particular,

the above property (i) holds for any a, b, and c, as long as the corresponding integrals
exist. We also set

∫ a

a
f(x)dx := 0.

Let us now stress an important consequence of the point (v). Consider �rst the
function χ[c,d] : R → R given by χ[c,d](y) = 1 if y ∈ [c, d] and χ[c,d](y) = 0 if y ̸∈ [c, d].
Such a function is called the characteristic function on the interval [c, d]. Clearly, this
function is not continuous, but nevertheless it is Riemann integrable, as it can be
checked rather easily. Thus, instead of the interval [c, d], one can consider the interval
[a, b], a point x ∈ [a, b], and deduce that the characteristic function χ[a,x] : [a, b] → R
is Riemann integrable. Then, as a consequence of (v) of Lemma 5.11, for any Riemann
integrable function f on [a, b], the new function fχ[a,x] is Riemann integrable, and one
has ∫ b

a

(
fχ[a,x]

)
(y)dy =

∫ x

a

f(y)dy.

In summary, if the function f is Riemann integrable on [a, b] and if x ∈ [a, b], the expres-
sion

∫ x

a
f(y)dy is well-de�ned. Since x is an arbitrary value in [a, b], the correspondence

x 7→
∫ x

a
f(y)dy de�nes a function on the interval [a, b]. In fact, if f is positive valued,

then this expression corresponds to the function F introduced in Section 5.2, or more
precisely

F (x) :=

∫ x

a

f(y)dy.

This de�nition replaces the approximate de�nition mentioned in (5.1).
Let us now provide a more precise version of Theorem 5.3. In fact, the statement

is more general since the functions are not assumed to be positive valued. In the state-
ment, we shall use the content of Theorem 5.9, namely that any continuous function is
Riemann integrable. Note that this theorem plays a very important role for calculus.

Theorem 5.12 (Fundamental theorem of calculus). Let f : [a, b] → R be a continuous
function, let x ∈ [a, b] and set F (x) :=

∫ x

a
f(y)dy. Then F : [a, b] → R is continuous on

[a, b] and di�erentiable on (a, b) with F ′(x) = f(x) for any x ∈ (a, b).
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Proof. Consider x ∈ (a, b) and let h > 0 be small enough such that x + h ∈ (a, b) (a
similar argument holds for h < 0 small enough). Then one has by the properties of the
Riemann integral presented in Lemma 5.11

F (x+ h)− F (x)

h
=

1

h

(∫ x+h

a

f(y)dy −
∫ x

a

f(y)dy
)

=
1

h

(∫ x+h

a

f(y)dy +

∫ a

x

f(y)dy
)

=
1

h

∫ x+h

x

f(y)dy.

Since f is continuous on [x, x + h] let xmin(h) be the global minimum of f on this
interval, and let xmax(h) be the global minimum of f on this interval, which exist by
the Extreme value theorem 3.3. One then infers that

f
(
xmin(h)

)
≤ f(y) ≤ f

(
xmax(h)

)
(5.5)

for any y ∈ [a, b]. Since
∫ x+h

x
f
(
xmin(h)

)
dx = hf

(
xmin(h)

)
, and similarly

∫ x+h

x
f
(
xmax(h)

)
dx =

hf
(
xmax(h)

)
, it follows from (iv) of Lemma 5.11 that

hf
(
xmin(h)

)
≤
∫ x+h

x

f(y)dy ≤ hf
(
xmax(h)

)
or equivalently

f
(
xmin(h)

)
≤ 1

h

∫ x+h

x

f(y)dy ≤ f
(
xmax(h)

)
.

By the Squeeze theorem and since limh→0 f
(
xmin(h)

)
= f(x) = limh→0 f

(
xmax(h)

)
, one

gets the statement. □

Note that if the function f is not continuous, then the last step does not hold.
For this reason, the continuity assumption in the statement of the theorem is essential.
We also infer from the statement that the function F is an inde�nite integral for f ,
as de�ned in De�nition 5.1. Thus, any continuous function on an interval [a, b] has an
inde�nite integral, given by the function F : x 7→

∫ x

a
f(y)dy. In such a case, it follows

from the discussion in Section 5.1 that any other inde�nite integral G for f is equal
F + c, for some constant c, and therefore

G(b)−G(a) = F (b)− F (a) =

∫ b

a

f(y)dy.

These equalities extend the result of Corollary 5.4 to functions which are not positive
valued. Of course, the interpretation in terms of area is lost for general functions. Note
that we shall also use the notations∫ b

a

f(y)dy = F (y)
∣∣b
a
≡ F (b)− F (a).
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Let us now prove a few additional results about Riemann integrals for continuous
functions. For the next statement, one has to observe that if f is a continuous function,
then |f | is also a continuous function.

Proposition 5.13. Let f : [a, b] → R be continuous. Then one has

−
∫ b

a

|f(y)|dy ≤
∫ b

a

f(y)dy ≤
∫ b

a

|f(y)|dy.

Proof. Observe that f(y) ≤ |f(y)| for any y ∈ [a, b]. It then follows from point (iv) of
Lemma 5.11 that ∫ b

a

f(y)dy ≤
∫ b

a

|f(y)|dy.

Since the inequality −|f(y)| ≤ f(y) also holds for any y ∈ [a, b], one infers from the
same lemma that

−
∫ b

a

|f(y)|dy =

∫ b

a

(
− |f(y)|

)
dy ≤

∫ b

a

f(y)dy,

which leads to the statement. □

As direct corollary, one also gets an upper bound on these integrals, namely:

Corollary 5.14. Let f : [a, b] → R be continuous, and assume that there exists M > 0
such that |f(x)| ≤ M for all x ∈ [a, b]. Then one has∣∣∣∣∫ b

a

f(x)dx

∣∣∣∣ ≤ M(b− a). (5.6)

5.5 Improper Riemann integrals

So far, Riemann integrals have been de�ned for bounded functions on intervals of the
form [a, b]. What about unbounded functions, or about integrals on [a,∞), or (−∞, b]
or on R ? Such integrals can be de�ned by an additional limiting process, and are
usually called improper Riemann integrals.

As a preliminary example, consider the function (0,∞) ∋ x 7→ 1
x3/2 ∈ R. If we

consider [a, b] ⊂ (0,∞) then the function f : [a, b] ∋ x 7→ 1
x3/2 is continuous and one has∫ b

a

f(y)dy =

∫ b

a

1

y3/2
dy = −2

1

y1/2
∣∣b
a
= −2

(
1

b1/2
− 1

a1/2

)
.

Clearly, this expression is well de�ned even when b → ∞, and therefore one can set∫ ∞

a

f(y)dy := lim
b→∞

∫ b

a

f(y)dy = lim
b→∞

−2

(
1

b1/2
− 1

a1/2

)
=

2

a1/2
.
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Fig. 5.7. Representations of the two improper integrals

In this example, the domain of integration is extended to an in�nite interval, which was
not covered by our initial de�nition of a Riemann integral.

Consider now the function (0,∞) ∋ x 7→ 1
x1/2 ∈ R. If we consider [a, b] ⊂ (0,∞)

then the function f : [a, b] ∋ x 7→ 1
x1/2 is continuous, and the integral

∫ b

a
f(y)dy is

well-de�ned and given by∫ b

a

f(y)dy =

∫ b

a

1

y1/2
dy = 2y1/2

∣∣b
a
= 2

(
b1/2 − a1/2

)
.

Clearly, this expression is well-de�ned even when a ↘ 0, and therefore one can set∫ b

0

f(y)dy := lim
a↘0

∫ b

a

f(y)dy = lim
a↘0

2
(
b1/2 − a1/2

)
= 2b1/2.

In this example, the domain of integration is still the interval [0, b], but the function
f is not bounded on this interval, and even not de�ned at 0. Such a situation is again
not covered by our initial de�nition of a Riemann integral. An illustration of these two
situations is presented in Figure 5.7.

Since these two integrals are well de�ned and rather natural, it is necessary to
extend the de�nition of the Riemann integral. In the following statement, the special
cases a = −∞ and b = ∞ are accepted.

De�nition 5.15 (Improper Riemann integral). Consider f : (a, b) → R, and suppose
that for any a < a′ < b′ < b the restricted function f : [a′, b′] → R is bounded and

Riemann integrable. Then, if lima′↘a

∫ b′

a′
f(y)dy exists, one writes

∫ b′

a
f(y)dy for this

limit. Similarly, if limb′↗b

∫ b′

a′
f(y)dy exists, one writes

∫ b

a′
f(y)dy for this limit. If both

limits exist separately, then one sets:∫ b

a

f(y)dy := lim
a′↘a

(
lim
b′↗b

∫ b′

a′
f(y)dy

)
= lim

b′↗b

(
lim
a′↘a

∫ b′

a′
f(y)dy

)
.

Such integrals are called improper Riemann integrals.
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The interest of the above de�nition is that the domain of integration can be un-
bounded, like a half-line or the entire line, and that the function can be unbounded on
its domain of de�nition. However, when dealing with improper Riemann integral, one
has to be a little bit cautious. Indeed, according to this de�nition, an integral of the
form

∫
R f(y)dy has to be understood as∫

R
f(y)dy := lim

b↗∞

(
lim

a↘−∞

∫ b

a

f(y)dy

)
. (5.7)

A common mistake is to say that f admits an improper Riemann integral if the following
limit exists: limM↗∞

∫M

−M
f(y)dy. Indeed, such a de�nition would lead to some rather

unpleasant surprises E. For example, one has

lim
M↗∞

∫ M

−M

sin(y)dy = 0

since
∫M

−M
sin(y)dy = 0 for anyM > 0, but by considering a slightly asymmetric domain

of integration, one has for ϵ ∈ (0, π)∫ M−ϵ

−M−ϵ

sin(y)dy = cos(−M − ϵ)− cos(M − ϵ)

= cos(M + ϵ)− cos(M − ϵ)

= −2 sin(ϵ) sin(M),

which has no limit as M ↗ ∞. Clearly, by considering separately the two limits, as in
(5.7), one would easily deduce than none of these limits exists: the function x 7→ sin(x)
is not Riemann integrable, even in the improper sense, on R.

5.6 Techniques of integration

In this section we review some classical tricks for �nding inde�nite integrals. There exist
several other tricks or methods, but this subject becomes rapidly rather technical, and
boring !

5.6.1 Substitution

Let g and u be two functions such that g ◦ u is well-de�ned, and such that u is di�er-
entiable. For any inde�nite integral G for g the following equality holds:∫

g
(
u(x)

)
u′(x)dx = G

(
u(x)

)
. (5.8)

This equality is easily checked, since by the composition rule one has G
(
u(x)

)′
=

g
(
u(x)

)
u′(x). Let us emphasize that strictly speaking the equality (5.8) is not correct:



58 CHAPTER 5. INTEGRATION

indeed the l.h.s. corresponds to a function, while the r.h.s. represents the evaluation of
a function at a point x. For this reason, we should write G

(
u(·)

)
instead of G

(
u(x)

)
.

However, by adopting such a strict rule, the gain in rigor would be smaller than the
loss in understanding, and therefore we shall keep this common notation. The following
two examples show that the notation used in (5.8) is quite natural:

Examples 5.16.

(i)
∫ (

x3 + x
)9
(3x2 + 1)dx = 1

10

(
x3 + x

)10
,

(ii)
∫
x sin

(
x2
)
dx = −1

2
cos
(
x2
)
.

Let us still list some equalities which are useful for justifying a mnemonic trick:∫ b

a

g
(
u(x)

)du
dx

(x)dx ≡
∫ b

a

g
(
u(x)

)
u′(x)dx

= G
(
u(x)

)∣∣∣x=b

x=a

= G
(
u(b)

)
−G

(
u(a)

)
= G(u)

∣∣∣u=u(b)

u=u(a)

=

∫ u(b)

u(a)

g(u)du.

(5.9)

Thus, if one compares the �rst and the last expression, one ends up with the following
equality

du

dx
(x)dx = du or equivalently u′(x)dx = du, (5.10)

but clearly, these relations have to be understood with a grain of salt: the only precise
meaning of (5.10) is the one provided by the equalities (5.9). Even though the equalities
provided in (5.10) are not really precise, they are useful, as illustrated in the next
example.

Example 5.17. Let us consider
∫
x5
√
1− x2dx, and set u := 1−x2, which is equivalent

to x2 = 1− u. Then, by the mentioned trick one has du = −2xdx and therefore:∫
x5
√
1− x2dx = −1

2

∫
x4
√
1− x2(−2x)dx

= −1

2

∫
(1− u)2

√
udu

= −1

2

∫ (
u1/2 − 2u3/2 + u5/2

)
du

= −1

2

(u3/2

3/2
− 2u5/2

5/2
+

u7/2

7/2

)
= −1

3
(1− x2)3/2 +

2

5
(1− x2)5/2 − 1

7
(1− x2)7/2.
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5.6.2 Integration by parts

For this trick, let us �rst recall the product rule, namely (fg)′ = f ′g + fg′, which
is equivalent to the equality fg′ = (fg)′ − f ′g. By taking an inde�nite integral for
this equality and by recalling that

∫
[fg]′(x)dx = fg (which is a restatement of the

Fundamental theorem of calculus 5.12) one infers that∫
fg′ = fg −

∫
f ′g (5.11)

or equivalently ∫
f(x)g′(x)dx = f(x)g(x)−

∫
f ′(x)g(x)dx. (5.12)

Note again that the r.h.s. contains a slight abuse of notation with the term f(x)g(x),
and therefore the equality (5.11) is preferable in this case. On the other hand, if we
evaluate these equalities at b and subtract their values at a one deduces the correct
equality ∫ b

a

f(x)g′(x)dx = f(b)g(b)− f(a)g(a)−
∫ b

a

f ′(x)g(x)dx. (5.13)

Typical applications of these equalities are:

Examples 5.18.

(i)
∫
xexdx = xex −

∫
1exdx = xex − ex = ex(x− 1), where we have used (5.11) with

f(x) = x and g′(x) = ex,

(ii)
∫
ln(x)dx = x ln(x) −

∫
x 1
x
dx = x ln(x) − x, where we have used (5.11) with

f(x) = ln(x) and g′(x) = 1.

5.6.3 Trigonometric integrals

For integrals involving trigonometric functions, a few equalities are really useful, as for
example

(i) sin2(x) + cos2(x) = 1,

(ii) sin2(x) = 1−cos(2x)
2

and cos2(x) = 1+cos(2x)
2

.

As an example of their use, one has:

Examples 5.19.

(i)
∫
sin2(x)dx = 1

2

∫ (
1− cos(2x)

)
dx = 1

2

(
x− 1

2
sin(2x)

)
= 1

2
x− 1

4
sin(2x),

(ii)
∫
cos3(x)dx =

∫ (
1− sin2(x)

)
cos(x)dx = sin(x)− 1

3
sin3(x).
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5.6.4 Partial fractions

Let us start with a few standard examples:

Examples 5.20.

(i)
∫

1
x−α

dx = ln(x− α) for any α ∈ R and x > α,

(ii)
∫

1
(x−α)n

dx = 1
−n+1

(x− α)−n+1 for any n ̸= 1, any α ∈ R and x > α,

(iii)
∫

1
x2+1

dx = arctan(x),

(iv)
∫

1
(x2+1)2

dx = 1
2

x
x2+1

+ 1
2
arctan(x).

Note that these equalities can be checked by taking the derivative of the r.h.s., and
by comparing the result with the l.h.s.. The last equality is however quite tricky, let us
show how to obtain it. One has, by using an integration by parts in the second equality
with f(x) = 1

x2+1
and g′(x) = 1,

arctan(x) =

∫
1

x2 + 1
dx

=
x

x2 + 1
+ 2

∫
x2+1− 1

(x2 + 1)2
dx

=
x

x2 + 1
+ 2

∫
1

x2 + 1
dx− 2

∫
1

(x2 + 1)2
dx

=
x

x2 + 1
+ 2 arctan(x)− 2

∫
1

(x2 + 1)2
dx,

from which the equality (iv) can be easily deduced. Note that a similar approach can
be used for computing iteratively all integrals of the form

∫
1

(x2+1)n
dx, see for example

here.

Consider now an expression of the form f
g
, with f and g some polynomials, and with

the degree of the polynomial f strictly smaller than the degree of the polynomial g. In
order to compute an inde�nite integral for such a ratio, the leading idea is to rewrite
this in terms of simpler expressions, like:

f(x)

g(x)
=

c1
(x− α1)p1

+
c2

(x− α2)p2
+ . . .+

cn
(x− αn)pn

+
d1x+ e1(

(x− β1)2 + γ2
1

)q1 + . . .+
dmx+ em(

(x− βm)2 + γ2
m

)qm ,

where cj, dj, ej, αj, βj, and γj are real numbers, and pℓ, qℓ belong to N. Then, each term
can be treated separately.

https://math.stackexchange.com/questions/225996/recurrence-relation-for-the-integral-i-n-int-fracdx1x2n
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Let us look at one concrete example. For f(x)
g(x)

= 2x+5
(x2+1)2(x−3)

, one rewrites it as

2x+ 5

(x2 + 1)2(x− 3)
=

c1
x− 3

+
d1x+ e1
x2 + 1

+
d2x+ e2
(x2 + 1)2

=
c1

x− 3
+

d1x

x2 + 1
+

e1
x2 + 1

+
d2x

(x2 + 1)2
+

e2
(x2 + 1)2

.

In order to determine the coe�cients, it is necessary to put all expressions on the same
denominator, and to set a system of equations. Namely one gets:

2x+ 5

(x2 + 1)2(x− 3)
=

c1(x
2 + 1)2 + (d1x+ e1)(x

2 + 1)(x− 3) + (d2x+ e2)(x− 3)

(x2 + 1)2(x− 3)

=
(c1 + d1)x

4 + (−3d1 + e1)x
3 + (2c1 + d1 − 3e1 + d2)x

2

(x2 + 1)2(x− 3)

+
(−3d1 + e1 + e2 − 3d2)x+ (c1 − 3e1 − 3e2)

(x2 + 1)2(x− 3)
,

and then 

c1 + d1 = 0

−3d1 + e1 = 0

2c1 + d1 − 3e1 + d2 = 0

−3d1 + e1 + e2 − 3d2 = 2

c1 − 3e1 − 3e2 = 5.

The solutions can then be obtained by some linear manipulations, and one gets

c1 =
11

100
, d1 = − 11

100
, d2 = −110

100
, e1 = − 33

100
, e2 = −130

100
.

By collecting all information obtained so far, one �nally gets∫
2x+ 5

(x2 + 1)2(x− 3)
dx =

∫ ( c1
x− 3

+
d1x

x2 + 1
+

e1
x2 + 1

+
d2x

(x2 + 1)2
+

e2
(x2 + 1)2

)
dx

=
11

100
ln(x− 3)− 11

200
ln(x2 + 1)− 33

100
arctan(x)

+
110

200

1

x2 + 1
− 130

100

(1
2

x

x2 + 1
+

1

2
arctan(x)

)
=

11

100
ln(x− 3)− 11

200
ln(x2 + 1) +

11

20

1

x2 + 1

− 13

20

x

x2 + 1
− 49

50
arctan(x).
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Chapter 6

Taylor's formula

The aim of this chapter is to construct local approximations of a function by polynomi-
als. The di�erence between the original function and the approximation has to studied
and kept under control. Let us mention that in this section, we will sometimes write
[a, b] without knowing if a < b or if a > b. In the former case, the notation [a, b] has the
usual meaning, while in the latter case it should be understood as [b, a].

6.1 Taylor's expansion

Before starting the construction, let us recall that if f : (a, b) → R is su�ciently many
times di�erentiable, then one writes f ′ ≡ f (1) for its �rst derivative, f ′′ ≡ f (2) for
its second derivative, . . . , f (n) for its nth-derivative, which means for the derivative of
f (n−1).

De�nition 6.1 (Taylor polynomial). Let n ∈ N, and let f : (a, b) → R be a n-times
di�erentiable function. Let also x0 ∈ (a, b). The polynomial pn(·, x0) of degree n de�ned
for any x ∈ [a, b] by

pn(x, x0) :=
n∑

j=0

1

j!
f (j)(x0)(x− x0)

j

=f(x0) + f ′(x0)(x− x0) +
1

2
f (2)(x0)(x− x0)

2 + . . .+
1

n!
f (n)(x0)(x− x0)

n

is called the Taylor polynomial of f at x with respect to x0 and of degree n.

What about the evaluation of this polynomial at x0 ? Clearly, one has pn(x0, x0) =
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f(x0). More generally one observes that

pn(x0, x0) = f(x0),

p′n(x0, x0) = f ′(x0),

p(2)n (x0, x0) = f (2)(x0),

...
...

...

p(n)n (x0, x0) = f (n)(x0).

In other words, the function f and the polynomial pn(·, x0) have the same derivatives
up to order n when evaluated at x0. In this sense, the polynomial pn(·, x0) corresponds
to the best approximation of f at x0 by a polynomial of degree n.

Examples 6.2.

(i) Consider f : R ∋ x 7→ sin(x) ∈ R, and let us �x x0 = 0 and n = 5. Then one has

p5(x, 0) = sin(0) + cos(0)x− 1

2
sin(0)x2 − 1

3!
cos(0)x3 +

1

4!
sin(0)x4 +

1

5!
cos(0)x5

= x− 1

6
x3 +

1

120
x5.

(ii) Consider R ∋ x 7→ ex ∈ R, and let us �x x0 = 0 and n ∈ N arbitrary. Then one
has

pn(x, 0) = 1 + x+
1

2!
x2 +

1

3!
x3 + . . .+

1

n!
xn =

n∑
j=0

1

j!
xj.

So far, we have produced a polynomial approximating a function at a certain point
x0. But what about the di�erence between the initial function and the polynomial, or
more precisely how can one estimate the di�erence f − pn(·, x0) ? This is the content
of the next statement. For this statement, let us introduce one more notation: g ∈
Cn
(
[a, b]

)
which means that g is n-times continuously di�erentiable on (a, b), and that

g and all its n derivatives have well-de�ned values at a and at b. In particular, it means
that all these derivatives are bounded on [a, b].

Theorem 6.3 (Taylor's expansion theorem). Let n ∈ N, and let f ∈ Cn+1
(
[a, b]

)
. Let

also x0 ∈ (a, b). For any x ∈ [a, b] the following equality holds:

f(x) = pn(x, x0) +Rn+1(x, x0) (6.1)

with

Rn+1(x, x0) =

∫ x

x0

(x− t)n

n!
f (n+1)(t)dt. (6.2)

In addition, Rn+1(x, x0) =
1

(n+1)!
f (n+1)(c)(x− x0)

n+1 for some c ∈ (x0, x).
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Before the proof, let us just stress that the complicated assumption on f , namely
f ∈ Cn+1

(
[a, b]

)
allows us to give a meaning to the integral in (6.2) and to the evaluation

f (n+1)(c).

Proof. i) The proof is performed by induction over the index n. For n = 0 one has
p0(x, x0) = f(x0) for any x ∈ [a, b], and (6.1) is equal to

f(x) = f(x0) +

∫ x

x0

(x− t)0

0!
f ′(t)dt = f(x0) +

∫ x

x0

f ′(t)dt.

Since these equalities hold, the initial statement is correct for n = 0. Thus, we shall
assume that the statement is true for some n− 1 with n ≥ 1, and show it for n.

Assume then that the statement is true for n − 1, namely f(x) = pn−1(x, x0) +

Rn(x, x0) with Rn(x, x0) given by
∫ x

x0

(x−t)n−1

(n−1)!
f (n)(t)dt. By an integration by parts (with

respect to the variable t) one infers that∫ x

x0

(x− t)n−1

(n− 1)!
f (n)(t)dt

= − 1

(n− 1)!

1

n
(x− t)nf (n)(t)

∣∣∣x
x0

+

∫ x

x0

(x− t)n

n!
f (n+1)(t)dt

=
1

n!
(x− x0)

nf (n)(x0) +Rn+1(x0, x).

Since

pn−1(x, x0) +
1

n!
(x− x0)

nf (n)(x0) = pn(x, x0),

it follows that one has obtained the equality (6.1) for n instead of for n − 1. Finally,
since n is arbitrary, it follows by induction that the statement is true for any n.

ii) It remains to prove the second expression for the remainder term. Since f (n+1)

is continuous on the subset [x0, x], there exists a tmin ∈ [x0, x] and tmax ∈ [x0, x] such
that

f (n+1)(tmin) ≤ f (n+1)(t) ≤ f (n+1)(tmax)

for any t ∈ [x0, x]. Note that we assume that x > x0, but a similar argument holds for
x < x0. Thus one has for t ∈ [x0, x]

(x− t)n

n!
f (n+1)(tmin) ≤

(x− t)n

n!
f (n+1)(t) ≤ (x− t)n

n!
f (n+1)(tmax)

and by taking the integrals

f (n+1)(tmin)

∫ x

x0

(x− t)n

n!
dt ≤

∫ x

x0

(x− t)n

n!
f (n+1)(t)dt

≤ f (n+1)(tmax)

∫ x

x0

(x− t)n

n!
dt
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from which one infers that

f (n+1)(tmin)
(x− x0)

n+1

(n+ 1)!
≤ Rn+1(x, x0) ≤ f (n+1)(tmax)

(x− x0)
n+1

(n+ 1)!
. (6.3)

By the Intermediate value theorem 3.4 applied to f (n+1), this function takes all the
values between f(xmin) and f(xmax). Therefore, there exists c ∈ [x0, x] such that

f (n+1)(c)
(x− x0)

n+1

(n+ 1)!
= Rn+1(x, x0),

which corresponds to the second statement.

Let us observe that (6.3) provides an estimate on the remainder term. Indeed, one
easily infers that

|Rn+1(x, x0)| ≤
|x− x0|n+1

(n+ 1)!
sup

t∈[x0,x]

|f (n+1)(t)|

=
|x− x0|n+1

(n+ 1)!
max

{
|f (n+1)(xmin)|, |f (n+1)(xmax)|

}
.

This estimate is sometimes very useful, as shown in the next examples:

Examples 6.4.

(i) For the sine function and for x0 = 0 one has

sin(x) = x− 1

3!
x3 +

1

5!
x5 + . . .+Rn+1(x, 0)

with |Rn+1(x, 0)| ≤ |x|n+1

(n+1)!
, since | ± sin(c)| ≤ 1 and | ± cos(c)| ≤ 1.

(ii) For the exponential function and for x0 = 0 one has

ex =
n∑

j=0

1

j!
xj +Rn+1(x, 0)

with |Rn+1(x, 0)| ≤ |x|n+1

(n+1)!
max{1, ex} since the exponential function is an increas-

ing function. More precisely, if x > 0 one has supt∈[0,x] e
t = ex while if x < 0 one

has supt∈[0,x] e
t ≡ supt∈[x,0] e

t = 1.

Let us add one more information about the ratio |x−x0|n
n!

when n goes to in�nity.

Clearly, it is equivalent to study pn

n!
for any real number p > 0. This estimate is useful

for evaluating the remainder term in a Taylor's expansion.
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Lemma 6.5. For any p > 0 one has limn→∞
pn

n!
= 0.

Proof. For a �xed p > 0 let n0 ∈ N with n0 > 2p. Clearly, this condition is equivalent
to p

n0
< 1

2
. Then, for any n > n0 one has

pn

n!
=

p

1

p

2

p

3
. . .

p

n0

p

n0 + 1

p

n0 + 2
. . .

p

n

≤ pn0

n0!

1

2

1

2

1

2
. . .

1

2

=
pn0

n0!

(1
2

)n−n0

and this expression goes to 0 as n → ∞. □

6.2 Taylor's expansion at 0 for even or odd functions

In this section, we consider the special case of even or odd functions, and consider
their Taylor's expansion around 0. Recall that an even function f : I → R satis�es
f(−x) = f(x) for any x ∈ I with −x ∈ I, while for an odd function f one has
f(−x) = −f(x) for any x ∈ I with −x ∈ I. For simplicity, we shall consider even or
odd function on R, which means I = R, but a local version of what is presented below
can be easily obtained.

The �rst observation is that the derivative of an even function or of an odd function
is not arbitrary. More precisely one has:

Lemma 6.6. If f : R → R is an even di�erentiable function, then its derivative is odd.
Similarly, if f : R → R is an odd di�erentiable function, then its derivative is even.

Proof. Let f be even and di�erentiable, let x ∈ R, then one has

f(x+ h)− f(x)

h

h → 0−−−−−−→ f ′(x)

∥
f
(
− (x+ h)

)
− f(−x)

h
= −f(−x− h)− f(−x)

−h

h → 0−−−−−−→ −f ′(−x).

One thus infers that f ′(x) = −f ′(−x), which shows that f ′ is an odd function. Similarly,
if f is odd and di�erentiable one has

f(x+ h)− f(x)

h

h → 0−−−−−−→ f ′(x)

∥

−
f
(
− (x+ h)

)
− f(−x)

h
=

f(−x− h)− f(−x)

−h

h → 0−−−−−−→ f ′(−x)

which shows that f ′ is an even function. □
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Before the main result of this section, let us do one more observation about odd
functions: whenever f is an odd function, one has f(0) = 0. Indeed, since the equation
f(−x) = −f(x) has to be satis�ed for any x ∈ R, it follows that for x = 0 one has
f(−0) = −f(0), which means f(0) = −f(0). The only solution of this equation is
clearly f(0) = 0.

Theorem 6.7. Let n ∈ N, and let f : R → R be n times di�erentiable, and consider the
Taylor polynomial x 7→ pn(x, 0) :=

∑n
j=0

1
j!
f (j)(0)xj. If f is even, then the coe�cient

f (j)(0) = 0 for any j odd, while if f is odd the coe�cient f (j)(0) = 0 for any j even.

Proof. If f is even, then the functions f ′, f (3), f (5), . . . are odd, by Lemma 6.6. It thus
follows from the observation made before that f ′(0), f (3)(0), f (5)(0), . . . are all equal to
0. On the other hand, if f is odd, then f , f (2), f (4), . . . are odd, also by Lemma 6.6.
It then follows again from the above observation that f(0), f (2)(0), f (4)(0), . . . are also
equal to 0. The statement follows from these observations. □



Chapter 7

Series

A natural question triggered by Taylor's expansions is the following one: can we consider
n = ∞, or more precisely, do we have

f(x) =
∞∑
j=0

1

j!
f (j)(x0)(x− x0)

j ? (7.1)

If we think about the exponential function initially introduced in Section 2.7 by ex =∑∞
n=0

1
n!
xn, and if we �x x0 = 0, it seems that the answer to the question is �yes�.

Unfortunately (or fortunately, it depends on the point of view), it is not always the
case. In this chapter, we shall just provide a few information about this subject, and
refer to a course on... complex analysis for deeper and beautiful results. But �rst of all,
series, convergente series, and absolutely convergent series have to be introduced.

7.1 Convergent series

Let us consider a sequence of real numbers (aj)j∈N, as already introduced in De�nition
1.2. We would like to de�ne the in�nite sum of these numbers, namely a1+a2+a3+ . . ..
Such an in�nite sum is called a series. However, one has to be careful because this
formal expression is often not well de�ned. For example, if aj = 1 for all j, then one
has

a1 + a2 + a3 + . . . = 1 + 1 + 1 + . . . = ∞,

but if aj = (−1)j, then one has

a1 + a2 + a3 + . . . = −1 + 1− 1 + . . . = ?

One way to solve these problems (at least partially) is to work with �nite sums,
and to look at the limit of these �nite sums. More precisely, for any n ∈ N we de�ne
the partial sum:

sn :=
n∑

j=1

aj = a1 + a2 + . . .+ an−1 + an.
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Clearly, such a �nite sum is always well de�ned, but what happens when n → ∞ ?
The following de�nition takes care of this situation. However, let us stress that a con-
vergent series is very di�erent from a convergent sequence, as introduced in De�nition
1.3. However, the de�nition of a convergent series involves the notion of a convergent
sequence...

De�nition 7.1 (Convergent series). A series of real numbers a1 + a2 + a3 + . . . is
convergent if the sequence of partial sums is convergent, or more precisely if limn→∞ sn
exists. If the series is convergent one writes

∑∞
j=1 aj for limn→∞ sn. If the limit of the

sequence of partial sums does not exist, we say that the series is not convergent or is
divergent.

Starting from a sequence of real numbers (aj)j∈N we say that the corresponding
series is convergent if the series a1 + aj + a3 + . . . is convergent. Equivalently, one says
that the sequence (aj)j∈N de�nes a convergent series. In this course, we shall mainly
deal with convergent series. However let us just mention that divergent sequences are
in fact very interesting and can be studied with more advanced tools, see for example
here. Divergent series have even applications in physics, and are linked to the notions
of regularization or renormalization.

Examples 7.2.

(i) The geometric series is one of the most commonly used convergent series, and
reads for |a| < 1

∞∑
j=1

aj = a
∞∑
j=0

aj = a
1

1− a
=

a

1− a
.

Indeed, the partial sums are given for any a ̸= 1 by sn = a(1−an)
1−a

, and the sequence
(sn)n∈N has a limit if and only if limn→∞ an = 0, and this takes place if and only
if |a| < 1.

(ii) The harmonic series is another famous series, but this series is not convergent. It
reads

1 +
1

2
+

1

3
+

1

4
+

1

5
+

1

6
+ . . .

One way to see that the series does not converge is to consider together some successive
terms whose sum is bigger than 1

2
as for example 1

3
+ 1

4
> 1

2
, then 1

5
+ 1

6
+ 1

7
+ 1

8
> 1

2
,

and then 1
9
+ 1

10
+ 1

11
+ 1

12
+ 1

13
+ 1

14
+ 1

15
+ 1

16
> 1

2
, . . .. The number of terms in each block

is increasing, but their sum is always bigger than 1
2
. One then ends up with an in�nite

sequence of 1
2
which sum up to ∞.

Let us provide one result about manipulations of convergent series. In fact, this
statement (and its proof) are quite similar to Lemma 5.11 about Riemann integrals.

Lemma 7.3. Let (aj)j∈N and (bj)j∈N be two sequences of real numbers whose corre-
sponding series are convergent. Let also λ ∈ R.

https://en.wikipedia.org/wiki/Divergent_series
https://en.wikipedia.org/wiki/Regularization_(physics)
https://en.wikipedia.org/wiki/Renormalization
https://en.wikipedia.org/wiki/Geometric_series
https://en.wikipedia.org/wiki/Harmonic_series_(mathematics)


7.2. SERIES WITH POSITIVE TERMS ONLY 71

(i) (λaj)j∈N de�nes is a convergent series, with
∑∞

j=1 λaj = λ
∑∞

j=1 aj,

(ii) (aj + bj)j∈N de�nes a convergent series, and the following equality holds:

∞∑
j=1

(aj + bj) =
∞∑
j=1

aj +
∞∑
j=1

bj,

(iii) If sn :=
∑n

j=1 aj and s′n :=
∑n

j=1 bj one has

∞∑
j=1

aj ·
∞∑
j=1

bj = lim
n→∞

sn s′n,

but this is NOT equal to
∑∞

j=1 ajbj.

7.2 Series with positive terms only

In this section, let us concentrate on series with positive terms only, which means that
the corresponding sequence (aj)j∈N satis�es aj ≥ 0 for all j ∈ N. The special feature
of such series can be seen in the partial sums: they are increasing. More precisely, if
aj ≥ 0 for all j ∈ N, then one has sn+1 ≥ sn for all n ∈ N. In such a situation, the
Monotone convergence theorem 1.6 can be applied, and one deduces that the series is
convergent whenever the partial sums are upper bounded. In other terms, the sequence
(aj)j∈N with aj ≥ 0 de�nes a convergent series if and only if there exists M ∈ R with
sn ≤ M for all n ∈ N.

Example 7.4. Consider the sequence (aj)j∈N with aj = 1
j2

for all j ∈ N, and let us
show that the corresponding series is convergent. Indeed, one has for n large enough

sn = 1 +
1

22
+

1

32︸ ︷︷ ︸+ 1

42
+

1

52
+

1

62
+

1

72︸ ︷︷ ︸+ 1

82
+

1

92
+ . . .︸ ︷︷ ︸+ . . .+

1

n2︸ ︷︷ ︸
≤ 1 +

1

22
+

1

22︸ ︷︷ ︸+ 1

42
+

1

42
+

1

42
+

1

42︸ ︷︷ ︸+ 1

82
+

1

82
+ . . .︸ ︷︷ ︸+ . . .+

1

n2︸ ︷︷ ︸
≤ 1 +

2

22
+

4

42
+

8

82
+ . . .

=
∞∑
j=0

1

2j

=
∞∑
j=0

(1
2

)j
= 2.
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Thus, all partial sums are bounded by 2, and therefore the series is convergent. Note that
2 is only an upper bound, the following equality holds and is called the Basel problem:

∞∑
j=1

1

j2
=

π2

6
.

Let us add one statement which is quite natural and simple, and which can be used
on a daily basis.

Lemma 7.5 (Comparison lemma). Let (aj)j∈N and (bj)j∈N be two sequences of positive
numbers, and assume that the series de�ned by (bj)j∈N is convergent. If there exists
d > 0 such that aj ≤ dbj for all j ∈ N, then the series de�ned by (aj)j∈N is convergent
as well. In addition one has

∞∑
j=1

aj ≤ d

∞∑
j=1

bj.

Proof. Let sn :=
∑n

j=1 bj, and observe that since limn→∞ sn exists, the increasing se-
quence of partial sums (sn)n∈N is bounded. As a consequence, there exists M < ∞ such
that sn ≤ M for all n ∈ N. Thus, one has for any n ∈ N

n∑
j=1

aj ≤
n∑

j=1

(dbj) = d
n∑

j=1

bj = d sn ≤ dM, (7.2)

which means that the partial sums related to the sequence (aj)j∈N are also upper
bounded. It then follows from the Monotone convergence theorem 1.6 that this se-
quence is convergent, which implies the convergence of the series de�ned by (aj)j∈N.
The last part of the statement follows then easily from (7.2). □

Note that a converse statement also holds: if there exists d > 0 and aj ≥ dbj for
all j ∈ N, and if the series de�ned by the sequence (bj)j∈N does not converge, then the
series de�ned by (aj)j∈N will also not converge.

Two additional criteria for the convergence of positive series are presented in the
following exercises.

Exercise 7.6 (Ratio test). Prove the following statement :
Let (aj)j∈N be a sequence with positive terms only. Assume that there exists c ∈ (0, 1)
and N ∈ N such that

aj+1

aj
≤ c ∀j ≥ N.

Then the corresponding series is convergent.

Exercise 7.7 (Integral test). For f : [1,∞) → R+ decreasing, prove the following
statement :
The series f(1) + f(2) + f(3) + . . . is convergent if and only if limM→∞

∫M

1
f(x) dx is

https://en.wikipedia.org/wiki/Basel_problem
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convergent,
or in a simpler form show that

∞∑
j=1

f(j) < ∞ ⇐⇒
∫ ∞

1

f(x)dx < ∞.

Remark 7.8. Let us emphasize a rather basic fact but which has deep consequences.
The sum of a �nite number of terms is always �nite, but series are troublesome because
it involves the sum of an in�nite number of terms. Thus, for any series, one can always
divide it into two parts: one part with a �nite number of terms, and one part which
contains an in�nite number of terms. If a criterion of convergence applies for the in�nite
part, then this is enough for the convergence of the series. Thus, if one can show that the
sequence (aj)

∞
j=N de�nes a convergent series (by applying some of the criteria mentioned

above), then the sequence (aj)
∞
j=1 also de�nes a convergent series, no matter what the

�rst N − 1 terms are.

7.3 Absolute convergence

In the previous section, all terms in the series were positive. This prevents any can-
cellation, namely a positive and a negative term summing to 0. When the sign is not
�xed, one has to be much more careful. For example, consider again the series de�ned
by aj = (−1)j. One has

−1 + 1− 1 + 1− 1 + 1− 1 + . . . = ?

but if we pair the contributions one can obtain

−1 + 1− 1︸ ︷︷ ︸
0

+1− 1︸ ︷︷ ︸
0

+1− 1︸ ︷︷ ︸
0

+ . . . = −1 + 0 + 0 + 0 + . . . = −1,

but equivalently one can also obtain

−1 + 1︸ ︷︷ ︸
0

−1 + 1︸ ︷︷ ︸
0

−1 + 1︸ ︷︷ ︸
0

+ . . . = 0 + 0 + 0 + 0 + . . . = 0.

Clearly, these expressions are misleading, and in fact the only correct approach is to
consider the partial sums and to observe that they do not converge. Roughly speaking,
one can say that for series with terms of arbitrary signs, the order of summation matters,
while for series with positive terms only, the order of summation does not matter.

For series with terms of arbitrary sign, one can also consider the summation process
of the absolute values. This is the content of the next de�nition.

De�nition 7.9 (Absolute convergence of a series). A sequence of real number (aj)j∈N
de�nes an absolutely convergent series if the series de�ned by the positive terms (|aj|)j∈N
is convergent. In other terms, a series is absolutely convergent if

∑∞
j=1 |aj| < ∞.
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It is clear that for series with positive terms only, the previous de�nition coincides
with the convergence of the series. On the other hand, if aj takes an arbitrary sign,
then this new notion of convergence is stronger, as shown in the next statement.

Theorem 7.10. Any series which is absolutely convergent is also convergent in the
sense of De�nition 7.1.

Before giving the proof, let us stress that the converse statement is not true: there
are converging series which are not absolutely convergent. One rather famous example
will be presented soon.

Proof. Consider a sequence (aj)j∈N which de�nes an absolutely convergent series, which
means

∑∞
j=1 |aj| < ∞. Let us set bj := aj whenever aj ≥ 0 and bj := 0 whenever aj < 0.

Similarly, let us set cj := −aj whenever aj < 0 and cj = 0 whenever aj ≥ 0. Note that
bj ≥ 0 and cj ≥ 0 for all j ∈ N. Clearly, one has for any j ∈ N

aj = bj − cj and |aj| = bj + cj,

where the sum is a sum of two positive numbers. Since bj ≤ |aj| and since cj ≤ |aj| it
follows from the Comparison lemma 7.5 that

∞∑
j=1

bj ≤
∞∑
j=1

|aj| < ∞,

and similarly
∞∑
j=1

cj ≤
∞∑
j=1

|aj| < ∞.

As a consequence one has

sn :=
n∑

j=1

aj =
n∑

j=1

(bj − cj) =
n∑

j=1

bj −
n∑

j=1

cj

and then

lim
n→∞

sn = lim
n→∞

( n∑
j=1

bj −
n∑

j=1

cj

)
= lim

n→∞

n∑
j=1

bj − lim
n→∞

n∑
j=1

cj =
∞∑
j=1

bj −
∞∑
j=1

cj

which means that the partial sums converge. Note that the second equality holds pre-
cisely because the two limits exist separately, otherwise we could not separate the limit
into two limits. □

Thus, if a series is absolutely convergent, the summation process can be done in
any order, and the series will converge. But if the series is not absolutely convergent,
the order of summation matters. However, several criteria also exist for such series, and
we present one which is rather simple.
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Theorem 7.11 (Alternating series). Let (aj)j∈N be a sequence of real numbers satisfying

(i) limj→∞ aj = 0,

(ii) ajaj+1 ≤ 0 for all j ∈ N,

(iii) |aj+1| ≤ |aj| for all j ∈ N.

Then the corresponding series is convergent.

It is rather clear that the condition (ii) gives the name to such series: one has
alternatively a positive term and a negative one. Before providing the proof, let us
look at one example. For aj := (−1)j 1

j
, one easily observes that the three conditions

are satis�ed, which means that the corresponding series is convergent. Thus one has∑∞
j=1(−1)j 1

j
< ∞. On the other hand, recall from Examples 7.2 that the harmonic

series does not converge, namely
∑∞

j=1
1
j
= ∞. Thus, the series de�ned by aj := (−1)j 1

j

is convergent, but is NOT absolutely convergent.

Proof. We suppose in this proof that a1 ≥ 0, but the case a1 ≤ 0 can be treated
similarly. Let us set bj := a2j−1 and cj := −a2j, which means that a1+a2+a3+a4+ . . .
can be rewritten as b1 − c1 + b2 − c2 + . . ., where bj ≥ 0 and cj ≥ 0 for any j ∈ N. Let
us also set

sn := b1 − c1 + b2 − c2 + . . .+ bn−1 − cn−1 + bn

and
tn := b1 − c1 + b2 − c2 + . . .+ bn−1 − cn−1 + bn − cn.

Clearly one has
sn+1 = sn−cn + bn+1︸ ︷︷ ︸

≤0

≤ sn

while
tn+1 = tn+bn+1 − cn+1︸ ︷︷ ︸

≥0

≥ tn.

Also , sn ≥ tn by their de�nition. Thus, one ends up with the following inequalities

sn ≥ sn+1 ≥ sn+2 . . .

⩾ ⩾ ⩾

tn ≤ tn+1 ≤ tn+2 . . .

As a consequence, (sn)n∈N is a decreasing sequence, bounded from below by t1, while
(tn)n∈N is an increasing sequence, bounded from above by s1. It follows by the Mono-
tone convergence theorem 1.6 that these two sequences are converging. Let us then set
limn→∞ sn = s∞ ∈ R and limn→∞ tn = t∞ ∈ R. Clearly, for any n ∈ N

sn ≥ s∞ ≥ t∞ ≥ tn = sn − cn.
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Since limn→∞ cn = 0, one deduces by the Squeeze theorem that

s∞ = lim
n→∞

sn = lim
n→∞

tn = t∞

and these limits imply the existence of the limit of the partial sums. Thus, the series
de�ned by (aj)j∈N is convergent, and one has

∑∞
j=1 aj = s∞ = t∞. □

As we already know, the series de�ned by aj = (−1)j 1
j
is convergent but not abso-

lutely convergent. Let us observe that the summation procedure has to be done carefully.
For example if we think that

−1 +
1

2
− 1

3
+

1

4
− 1

5
+

1

6
− 1

7
+

1

8
− . . . =− 1− 1

3
− 1

5
− 1

7
− . . .

+
1

2
+

1

4
+

1

6
+

1

8
+ . . .

(7.3)

then we do a big mistake. Indeed one has

−1− 1

3
− 1

5
− 1

7
− . . . < −1

2

(
1 +

1

2
+

1

3
+

1

4
+

1

5
+

1

6
+

1

7
+

1

8
+ . . .

)
= −∞

and similarly

+
1

2
+

1

4
+

1

6
+

1

8
+ . . . >

1

2

(1
2
+

1

3
+

1

4
+

1

5
+

1

6
+

1

7
+

1

8
+ . . .

)
= ∞.

As a consequence, the r.h.s. of (7.3) is really ill-de�ned, while the l.h.s. is well de�ned
as an alternating series.

7.4 Power series

In this section, we come back to the question raised in (7.1).

De�nition 7.12 (Power series). Let (aj)
∞
j=0 be a sequence of real numbers. A power

series is a �formal� function de�ned for x ∈ R by

∞∑
j=0

ajx
j. (7.4)

This de�nition is only formal because a function is de�ned with its domain. Here,
it is not clear what is the domain of this function, or in other words which x can be
considered for this in�nite sum. In fact, for x = 0, this expression is well-de�ned, but
can it be de�ned for x ̸= 0? Clearly, the answer will depend on the coe�cients aj. For
example, if aj = 1

j!
, then the power series (7.4) corresponds to the de�nition of the

exponential function, and it has been shown that this sum is �nite for any x ∈ R. It
means that for this choice of the coe�cients aj, this formal power series corresponds to
a well-de�ned function on R. But what about a more general situation? The following
statement provides already some information.
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Theorem 7.13. Let (aj)
∞
j=0 be a sequence of real numbers, and assume that there exists

r ≥ 0 such that the series with positive terms
∑∞

j=0 |aj|rj converges. Then, for any x ∈ R
with |x| ≤ r, the series

∑∞
j=0 ajx

j is absolutely convergent.

Proof. Since |ajxj| = |aj||x|j ≤ |aj|rj, one infers from the Comparison lemma 7.5
with d = 1 that the series

∑∞
j=0 |ajxj| is convergent. This correspond to the absolute

convergence of the power series
∑∞

j=0 ajx
j. □

The meaning of the above statement is rather clear: Whenever
∑∞

j=0 |aj|rj < ∞ the

corresponding power series
∑∞

j=0 ajx
j is well-de�ned for all |x| ≤ r. In this sense, for

|x| ≤ r, the power series de�nes a function on the interval [−r, r]. It is thus interesting
to look for the largest value of r, and hence for the maximal domain of de�nition of the
function:

De�nition 7.14 (Radius of convergence). The least upper bound of r ≥ 0 such that∑∞
j=0 |aj|rj < ∞ is called the radius of convergence of the power series

∑∞
j=0 ajx

j.

Note that the radius of convergence can be 0, a �nite positive number, or equal to
∞. It all depends on the coe�cients (aj)

∞
j=0, as shown in the following examples.

Examples 7.15. (i) If aj =
1
j!
, then one has to consider

∑∞
j=0

1
j!
rj. For the applica-

tion of the ratio test presented in Exercise 7.6, one computes

|aj+1|rj+1

|aj|rj
=

1
(j+1)!

rj+1

1
j!
rj

=
j!

(j + 1)!

rj+1

rj
=

1

j + 1
r,

which means that for any �xed r > 0 and for any j > 2r, one has

r

j + 1
<

r

2r + 1
<

r

2r
=

1

2
.

Thus, the ratio test implies that the series
∑∞

j=0 ajr
j is absolutely convergent for

any r > 0. As a consequence, the radius of convergence of the corresponding power
series is ∞, which means that the power series

∑∞
j=0

1
j!
xj is well-de�ned for all

x ∈ R. Obviously, we already knew it because this power series corresponds to the
exponential function.

(ii) If aj = j!, then for an application of the ratio test one considers

|aj+1|rj+1

|aj|rj
=

(j + 1)!rj+1

j!rj
= (j + 1)r.

Thus, for any �xed r > 0 there exists j0 ∈ N such that (j+1)r > 1 for any ≥ j0. It
means that the ratio test fails for any r > 0. However, be aware that the failure of
ONE test does not imply that the series is not convergent, you should try others.
In the present situation, it turns out that the power series

∑∞
j=0 j!x

j has really
a radius of convergence equal to 0. One can not de�ne a function by this power
series except at x = 0.

https://en.wikipedia.org/wiki/Least-upper-bound_property
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(iii) If aj = 1 for all j, then the corresponding power series has radius of convergence
equal to 1. Indeed, the power series

∑∞
j=0 x

j corresponds to the geometric series,
and we have seen in Examples 7.2 that this series converges absolutely for |x| < 1
but does not converge absolutely for |x| ≥ 1.

(iv) A slightly more surprising example is provided by the power series with coe�cients
aj := ln(j), since these coe�cients are growing. If we want to apply the ratio test

to the corresponding series one observes that
|aj+1|rj+1

|aj |rj = ln(j+1)
ln(j)

r. For �xed r, is it

possible to have ln(j+1)
ln(j)

r ≤ c < 1 for some constant c and all j large enough? The
answer is YES. Indeed, consider a �xed r < 1 and the equation

ln(j + 1)

ln(j)
r ≤ c ⇐⇒ ln(j + 1) ≤ c

r
ln(j) ⇐⇒ eln(j+1) ≤ eln(j

c/r) ⇐⇒ j + 1 ≤ jc/r.

Thus, if we �x c with r < c < 1, then one has c/r > 1, and the the inequality
j + 1 ≤ jc/r is satis�ed for j large enough. In summary, it means that the ratio
test can be applied to this example, and that for any r < 1 there exists c < 1 and
jr > 0 such that ln(j+1)

ln(j)
r ≤ c for all j ≥ jr. The corresponding power series is then

absolutely convergent. Since this argument holds for any r < 1, but does not hold
for r ≥ 1 we infer that the radius of convergence of this series is equal to 1.

As already said several times, the radius of convergence for the exponential function
is ∞, and this is why the exponential function is de�ned for all real numbers. It turns
out that the radius of convergence for a few other common functions is also ∞. For
example, the power series

∞∑
j=0

(−1)jx2j

(2j)!
and

∞∑
j=0

(−1)jx2j+1

(2j + 1)!

have a radius of convergence equal to ∞, and correspond to the expressions cos(x)
and sin(x), respectively. In the general situation, whenever we de�ne a power series∑∞

j=0 ajx
j one should provide its radius of convergence r, and then the function f :

(−r, r) → R given by f(x) :=
∑∞

j=0 ajx
j is a well-de�ned function. Let's study it !

7.5 Di�erentiation and integration of power series

In this section we consider a function f : (−r, r) → R given by f(x) =
∑∞

j=0 ajx
j,

where r denotes the radius of convergence of the power series. Our aim is to study the
di�erentiation of f , and its integration. We start with a technical lemma.

Lemma 7.16. Let (aj)
∞
j=0 be a sequence of real numbers, and assume that the power

series
∑∞

j=0 ajx
j has a radius of convergence r > 0. Then the two series de�ned by

∞∑
j=1

jajx
j−1 and

∞∑
j=0

1

j + 1
ajx

j+1
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converge absolutely for any x with |x| < r.

Proof. Let us �x x ∈ R with x ̸= 0 and |x| < r. Let us also �x c ∈ R with |x| < c < r.
Since limj→∞ j1/j = 1 (as proved during the tutorial session) one has for j large enough,

|jajxj| = |aj|
∣∣j1/jx∣∣j ≤ |aj|cj

and thus

|jajxj−1| = 1

|x|
|jajxj| ≤ 1

|x|
|aj|cj.

By assumption, the series
∑∞

j=0 |aj|cj is convergent, and by the Comparison lemma 7.5

with d = 1
|x| one infers that the series

∑∞
j=0 jajx

j−1 is absolutely convergent.
Similarly one has

|aj|
j + 1

|x|j+1 ≤ |x||aj||x|j ≤ |x||aj|cj,

and by one more application of the Comparison lemma with d = |x| one infers that∑∞
j=0

1
j+1

ajx
j+1 converges absolutely. □

The role of the series appearing in the previous statement is quite clear: they cor-
respond to the derivative and to an inde�nite integral for the initial power series. In
the next Theorem, we state it properly. However, we do not provide a proof since it is
a little bit tricky: a limit has to be exchanged with an in�nite sum. On the other hand,
if we accept this exchange, then it follows from the previous lemma that the two new
functions have a radius of convergence at least equal to the radius of convergence of the
initial function.

Theorem 7.17. Let (aj)
∞
j=0 be a sequence of real numbers, and assume that the power

series
∑∞

j=0 ajx
j has a radius of convergence r > 0. Then the corresponding function

f : (−r, r) → R given by f(x) =
∑∞

j=0 ajx
j is di�erentiable with derivative f ′(x) =∑∞

j=1 jajx
j−1 for any x ∈ (−r, r). In addition, an inde�nite integral for f is provided

by the function F : (−r, r) → R with F (x) :=
∑∞

j=0
1

j+1
ajx

j+1 for any x ∈ (−r, r).

One of the interesting consequences of this theorem is about higher derivatives:
since the derivative of f is also a power series which is absolutely convergent for any
x with |x| < r, then the theorem can be applied again, and one gets that the second
derivative of f also exists. Thus, any function de�ned by a power series and with a
radius of convergence r > 0 is in fact a smooth function, which means that it belongs
to Ck

(
(−r, r)

)
for any k ∈ N. In other words, any power series with a non-zero radius

of convergence de�nes a function which is in�nitely many times di�erentiable.
With this theorem, we have fully proved our initial approach for the exponential

function, namely as a function f given by a power series and which satis�es f ′ = f .
As a �nal remark, let us mention that a function f de�ned by a power series and

with a radius of convergence r > 0 can sometime be de�ned on a domain bigger than
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(−r, r). For example, the function f : (−1, 1) → R given by f(x) :=
∑∞

j=1
1
j
xj is not

well de�ned at 1, but it is well-de�ned for x = −1. However, for x = −1 it can not
be de�ned as an absolutely convergent series, but it is an alternating series, as seen in
Theorem 7.11. Note that this kind of extensions are much more interesting once the
function are de�ned on the complex plane C. In fact, power series are an essential part
of complex analysis, and several nice constructions can be studied in this framework. If
the opportunity is given, don't miss a complex analysis course.

The end
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