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Abstract

We consider an operator PV = (1 + V )P on ℓ2(Zd), where P is the transition oper-
ator of a symmetric irreducible random walk, and V is a “sparse” potential. We first
characterize the essential spectra of this operator. Secondly, we prove that all the eigen-
functions which correspond to discrete spectra decay exponentially fast. Thirdly, we give
a sufficient condition for this operator to have an absolute spectral gap at the right edge
of the spectra. Finally, as an application of the absolute spectral gap and the exponen-
tial decay of the eigenfunctions, we prove a limit theorem for the random walk under the
Gibbs measure associated to the potential V .

1 Introduction

In this article, we investigate the spectral properties of an operator PV = (1+ V )P on ℓ2(Zd),
where P is the transition operator of a symmetric irreducible random walk, and V is a non-
negative bounded function. Here, V is supposed to be a so called “sparse” potential, of which
a typical example is that with the property

min{|x− y| ; x, y ∈ suppV, x 6= y, |x| ≥ r, |y| ≥ r} r→∞−→ ∞, (1.1)

Before introducing the contents of this article, we start by explaining the probabilistic back-
grounds which brought us to the study of the spectra of PV .

Let (Sn)n∈N be a random walk on a probability space (Ω,F , P ) which is associated with the
transition operator P . We suppose that S0 = 0. Then, the semigroup P n

V (n ∈ N) is expressed
by the discrete version of the Feynmann-Kac formula.

P n
V f(x) = E

[
f(x+ Sn)

n−1∏
j=0

(1 + V (x+ Sj))

]
, f ∈ ℓ2(Zd), x ∈ Zd. (1.2)

Similarly, if we restrict PV to ℓ2(Nd) by imposing Dirichlet boundary condition, and denote
the restriction by P+

V ∈ B(ℓ2(Nd)), then, we obtain

(P+
V )nf(x) = E

[
f(x+ Sn)1{Sj ∈ Nd, j = 1, . . . , n}

n−1∏
j=0

(1 + V (x+ Sj))

]
,

f ∈ ℓ2(Nd), x ∈ Nd. (1.3)

Let ∂Nd =
⋃d

α=1{x ∈ Nd ; xα = 0}, and β > 0 be a positive parameter. In connection with
statistical physics, the following sequence µN , N ≥ 1 of measures on (Ω,F) are studied.

µN(dω) =
1

ZN

E

[
1{Sj ∈ Nd, j = 1, . . . , N} exp

(
β

N−1∑
j=1

1∂Nd(Sj)

)
: dω

]
, (1.4)
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where ZN is the normalizing constant. The above measure is related with the operator P+
V

with V = exp(β1∂Nd)− 1 via the formula (1.3). Under the measure µN , two competing effects
coexist: The paths of the random walk is attracted to ∂Nd by the potential to lower the
eneregy:

−β
N−1∑
j=1

1∂Nd(Sj).

On the other hand, paths of the random walk are pushed away from ∂Nd by the entropic
repulsion. These competing effects cause the phase transition, called wetting transition, which
is expressed as follows, cf. [3, 7]. There exists βc ∈ (0,∞) such that

lim
N→∞

Z
1/N
N = max{|λ| ; λ ∈ σ(P+

V )}{
= 1, if β ≤ βc (delocalized phase),
> 1, if β > βc (localized phase).

(1.5)

Intuitively, if N is large, the random walk under the measure µN behaves as if there were no
potentials in the delocalized phase, while it is localized near ∂Nd in the localized phase. In
fact, for d = 1, these intuitive pictures are justified mathematically in [3]. In particular, it was
shown there that, in the localized phase, the measure µN converges as N → ∞ to the law of
a positively recurrent Markov chain.

Technically, a crutial step in the proof of the limit theorem in [3] referred to above is the
existence of the absolute spectral gap of P+

V (cf. (1.9) below), and it is here that the par-
ticularity of one dimension comes into play. Indeed, if d = 1, the operator P+

V is a compact
perturbation of P+, from which the existence of the absolute spectral gap follows via Weyl’s
essential spectrum theorem. Unfortunately, P+

V −P+ is no longer a compact in higher dimen-
sions. The present article comes out as a partial progress in the effort to carry the results in
[3] over to higher dimensions and therefore, to noncompact perturbation cases.

We now explain contents of this paper a little more in detail. For simplicity, we consider
the whole lattice Zd, rather than its first quadrant Nd.

Let p : Zd → [0,∞) be a transition probability of a symmetric irreducible random walk.
We define P : ℓ2(Zd) → ℓ2(Zd) by

Pf(x) =
∑
y∈Zd

p(x− y)f(y), f ∈ ℓ2(Zd), x ∈ Zd. (1.6)

We consider a perturbation PV : ℓ2(Zd) → ℓ2(Zd) of the operator P of the form

PV = (1 + V )P, (1.7)

where V : Zd → [0,∞) is a bounded function. Here, as usual, V is regarded as the multiplica-
tion operator. In the context of probability theory, this type of perturbation is quite natural
as we have already seen.

In this article, we investigate the structure of spectra σ(PV ), as well as its consequence on
the long time behavior of the semigruop (1.2). In this context, an important quantity is the
right edge

r(PV ) = max σ(PV )
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of the spectra. More precisely, we are interested in the following properties

r(PV ) > sup{λ ; λ ∈ σ(PV ), λ 6= r(PV )} (spectral gap), (1.8)

r(PV ) > sup{|λ| ; λ ∈ σ(PV ), |λ| 6= r(PV )} (absolute spectral gap). (1.9)

As it turns out in the sequel, the following quantity plays an important role in studying these
properties.

v0 = inf
n∈N

sup
|x|≥n

V (x). (1.10)

For example, as is discussed earlier in [3], properties (1.8) and (1.9) are relatively easy to obtain
when v0 = 0, i.e., V decays at infinity. Indeed, the multiplication operator V is compact
in this case, and hence, by Weyl’s essential spectrum theorem, cf. [2, p.358, Proposition
4.2 (e)], [6, p.112, Theorem XIII.14], the set of essential spectra σess(PV ) is the same as
σess(P ) = σ(P ) = [ℓ(P ), 1] (−1 ≤ ℓ(P ) < 1). Thus, one immediately obtains (1.8) as soon
as one knows that r(PV ) > 1. Then, it can be improved to (1.9) under reasonable additional
assumptions on the transition function p.

In this article, we are mainly interested in the case of v0 > 0, where the multiplication
operator V is no longer compact. To compensate the lack of the decay of V at infinity, we
will assume that the support of V is sparse enough, to ensure that the perturbation is not too
large to control, see (1.24) below for the precise formulation of the sparseness. To the best of
our knowledge, research in this direction was initiated in [5], where the Schrödinger operator
− d2

dx2 + V on the real line is discussed.
Firstly, we characterize in Theorem 1.2.1 the set σess(PV ) of essential spectra of PV . Here,

we adapt the method in [4] to the present setting. Theorem 1.2.1 has a corollary, which tells us
that the excess σess(PV )\σ(P ) is nonempty if, e.g., d ≤ 2 and v0 > 0, cf. (1.10). For d ≥ 3, we
have the same conclusion if v0 is sufficiently large. Thus, the spectral aspect of the operator
PV is indeed different from the compact perturbation case.

Secondly, we prove in Theorem 1.2.3 that that all the eigenfunctions which correspond to
discrete spectra decay exponentially fast.

Thirdly, we establish the spectral gap (1.8) in Theorem 1.2.4, and then, improve it to the
absolute spectral gap (1.9) in Corollary 1.2.5.

Finally, as an application of the absolute spectral gap (1.9) obtained in Corollary 1.2.5 and
the exponential decay of the eigenfunctions (Theorem 1.2.3), we prove a limit theorem for the
random walk in the potential V . More precisely, we consider a Gibbs measures µN (N ∈ N)
on (Ω,F) given by

µN(dω) =
1

ZN

E

[
N−1∏
j=0

(1 + V (Sj)) : dω

]
, (1.11)

where ZN is the normalizing constant. Then, we will prove that the measure µN converges as
N → ∞ to a positively recurrent Markov chain on Zd, cf. Theorem 1.3.1 below.

The rest of this article is organized as follows.
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1.1 General notations

• For a normed vector space X, we denote the totality of bounded linear operators T : X → X
by B(X). For T ∈ B(X), ‖T‖, σ(T ) and ρ(T ) stands respectively for its operator norm, the
totality of its spectra, and that of its resolvents. If X is a Hilbert space and T ∈ B(X) is
self-adjoint, we write

r(T ) = max σ(T ), ℓ(T ) = min σ(T ). (1.12)

• The Banach space ℓp(Zd) will be abbreviated by ℓp. For a subset S ⊂ Zd, ℓp(S) is identified
with the totality of f ∈ ℓp which vanish outside S.

• For T ∈ B(ℓ2), we write its kernel by T (x, y)
def
= 〈 δx, T δy 〉 (x, y ∈ Zd).

• For u ∈ ℓp and u ∈ ℓq (p, q ∈ [1,∞], 1
p
+ 1

q
= 1) let 〈 u, v 〉 =

∑
x∈Zd u(x)v(x)∗, where c∗

denotes the complex conjugate of c ∈ C.

1.2 Spectra of the operator PV

Let p : Zd → [0,∞) be a transition probability of a random walk, i.e.,
∑

x∈Zd p(x) = 1.
Additionally, we assume that

(symmetry) p(x) = p(−x) for all x ∈ Zd; (1.13)

(finite range) p is supported on a finite set; (1.14)

(irreducibility) for all x ∈ Zd, there exists n ∈ N such that pn(x) > 0, (1.15)

where pn denotes the n-fold convolution. Then, we define P ∈ B(ℓ2) and PV ∈ B(ℓ2) respec-
tively by (1.6) and (1.7).

Let p̂(θ) =
∑

x∈Zd p(x) exp(iθ · x), θ ∈ [−π, π]d. Then, the set σ(P ) of the spectra of P is
the interval [ℓ(P ), 1], where ℓ(P ) = min p̂ ∈ [2p(0)− 1, 1). For λ ∈ C\σ(P ), let Gλ ∈ B(ℓ2) be
the resolvent operator

Gλ = (λ− P )−1. (1.16)

We then define
gλ(x)

def
= λGλ(0, x), λ ∈ R\σ(P ), x ∈ Zd. (1.17)
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In the sequel, we need to deal with essential spectra of operators which are not self-adjoint.
To do so, we adopt the following definition via the theory of Fredholm operator. Let X be a
Banach space and T ∈ B(X). We say that T is a Fredholm operator if

RanT is closed, dimKerT <∞, and dim (X/RanT ) <∞. (1.18)

We denote the totality of Fredholm operator by F(X). We then define the set σess(T ) ⊂ C of
essential spectra of T by

λ ∈ σess(T ) ⇐⇒ λ− T 6∈ F(X). (1.19)

If X is a Hilbert space and T is self-adjoint, then,

T ∈ F(X) ⇐⇒ dimKerT <∞ and 0 6∈ σ(T )\{0}. (1.20)

cf. [2, p.359, Proposition 4.6].
In what follows, we will exploit the following characterization of the essential spectra of

the multiplication operator V .

v ∈ σess(V ) ⇐⇒ ♯{x ∈ Zd ; |V (x)− v| < ε} = ∞ for all ε > 0, (1.21)

where ♯ stands for the cardinality. Moreover,

maxσess(V ) = v0, (1.22)

where v0 is defined by (1.10). Let us consider an inner product and the associated norm.

〈 f, g 〉V
def
= 〈 (1 + V )−1f, g 〉, ‖f‖V =

√
〈 f, f 〉V , f, g ∈ ℓ2. (1.23)

We note that the norms ‖ · ‖ and ‖ · ‖V are equivalent. The Hilbert space (ℓ2, ‖ · ‖V ) will
be denoted by ℓ2V . Then, the operator PV ∈ B(ℓ2V ) is self-adjoint. As a consequence, all the
spectra of PV are real numbers.

We first identify the set σess(PV ) of the essential spectra.

Theorem 1.2.1 Suppose that V : Zd → [0,∞) is a bounded function such that

aε(x)
def
=
∑
y∈Zd
y ̸=x

√
V (x)V (y) exp(−ε|x− y|) |x|→∞−→ 0 for any ε > 0. (1.24)

Then,
σess(PV ) = σ(P ) ∪ ΛV , (1.25)

where

ΛV = {λ ∈ R\σ(P ) ; there exists v ∈ σess(V )\{0} such that gλ(0) = 1 + v−1}. (1.26)

Remark Condition (1.24) is satisfied, not only when V (x)
|x|→∞−→ 0, but also when the support

of V is sufficiently sparse. For example, the condition (1.24) follows from (1.1). Indeed, suppose
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that |x| ≥ 2r. Then, |x − y| ≥ r if |y| ≤ r. Thus, letting d(r) denote the minimum on the
left-hand side of (1.1), we have

aε(x) ≤ ‖V ‖∞

∑
|y|≤r

+
∑
|y|>r
y ̸=x

 exp(−ε|x− y|)

≤ Crd exp(−εr) + C exp

(
−εd(r)

2

)∑
y∈Zd
y ̸=0

exp

(
−ε|y|

2

)
r→∞−→ 0.

Theorem 1.2.1 has the following corollary, which says that, unlike the compact perturbation
case, we may find essential spectra of PV outside σ(P ).

Corollary 1.2.2 a) σess(PV ) ∩ (1,∞) 6= ∅, if and only if

v0 > 0 and 1 + v−1
0 = gλ0(0) for some λ0 ∈ (1,∞), (1.27)

where v0 is defined by (1.10). Moreover, (1.27) implies that λ0 = max σess(PV ).

b) σess(PV ) ∩ (−∞, ℓ(P )) 6= ∅, if and only if

ℓ(P ) < 0, v0 > 0 and 1 + v−1
0 = gλ0(0) for some λ0 ∈ (−∞, ℓ(P )). (1.28)

Remark It follows from (2.6) that the condition (1.27) is satisfied whenever σess(V )\{0} 6= ∅ if
d ≤ 2. Similarly, we see from (2.7) that the condition (1.28) is satisfied whenever σess(V )\{0} 6=
∅ if d ≤ 2 and ℓ(P ) < 0.

The next result (Theorem 1.2.3) deals with discrete spectra of PV . More precisely, it states
that the corresponding eigenfunctions decay exponentially fast. Together with the absolute
spectral gap (Corollary 1.2.5), this theorem plays an important role in the proof of Theorem
1.3.1 below.

Theorem 1.2.3 Suppose that the condition (1.24) holds true, λ ∈ σ(PV )\σess(PV ) and that a
function φ ∈ ℓ2 satisfies (λ− PV )φ = 0. Then, there exist constants α,C ∈ (0,∞) such that

|φ(x)| ≤ C exp(−α|x|), for all x ∈ Zd. (1.29)

The next result deals with the right edge r(PV ) of the spectra of PV , cf. (1.12).

Theorem 1.2.4 In addition to conditions (1.24) and (1.27), suppose that

V (Zd) ∩ [v0,∞) 6= ∅. (1.30)

Then, there is a spectral gap at r(PV ), i. e., (1.8) holds. Moreover,

there exists a strictly positive, normalized function φ ∈ ℓ2 such that

Ker(r(PV )− PV ) = Cφ. (1.31)
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In the following corollary to Theorem 1.2.4, we improve the spectral gap (1.8) to the absolute
spectral gap (1.9). An operator T ∈ B(ℓ2) is said to be bipartite w.r.t. J ∈ {−1, 1}Zd

if
T (x, y) = 0 for all (x, y) ∈ (Zd)2 such that J(x)J(y) = 1.

Corollary 1.2.5 Suppose that (1.8) and (1.31) hold true, which is the case if (1.24), (1.27)
and (1.30) are satisfied. Then:

a) There is an absolute spectral gap at r(PV ), i. e. (1.9) holds if and only if

−r(PV ) < ℓ(PV ) or P is bipartite w.r.t. some J ∈ {−1, 1}Zd
. (1.32)

b) Assume (1.32). Then, there exists ε ∈ (0, 1) such that

‖r(PV )
−nP n

V (f − ΠV f)‖V ≤ εn‖f − ΠV f‖V for all f ∈ ℓ2 and n ∈ N, (1.33)

where, with φ from (1.31),

ΠV f
def
=

{
〈 f, φ 〉V φ, if −r(PV ) < ℓ(PV ),

〈 f, φ 〉V φ+ 〈 f, Jφ 〉V Jφ, if P is bipartite w.r.t. J ∈ {−1, 1}Zd
,

(1.34)

Finally, we provide a sufficient condition in terms of the transition probability p for the con-
dition (1.32).

Proposition 1.2.6 Let A = {x ∈ Zd ;
∑

α∈I xα ∈ 2Z} with ∅ 6= I ⊂ {1, . . . , d}. Suppose that
either p vanishes on A, or

p(0) >
∑

x∈A\{0}

p(x). (1.35)

Then, the condition (1.32) is satisfied for any nonnegative V ∈ ℓ∞(Zd). More precisely,

If p vanishes on A, then, P is bipartite w.r.t. J = 1A − 1Ac.

If (1.35) holds, then, −r(PV ) < ℓ(PV ) for any nonnegative V ∈ ℓ∞(Zd).

1.3 Limit of the random walk in potential V

We introduce a random walk (Sn)n∈N on a probability space (Ω,F , P ) such that S0 = 0,
P (S1 = ·) = p. We define a probability measure µN on (Ω,F) by (1.11).

We assume (1.24) and (1.27) in what follows. We will have a positively recurrent Markov
chain as the limit process of µN . To describe the Markov chain obtained as the limit, we
introduce an operator PV,φ ∈ B(ℓ2) by

PV,φ(x, y) = r(PV )
−1φ(x)−1PV (x, y)φ(y), (1.36)

where φ is from Theorem 1.2.4. Then, PV,φ is a transition probability for a Markov chain in Zd,
which we denote by ({Sn}n∈N, {νx}x∈Zd). It is easy to check that the Markov chain {νx}x∈Zd

is reversible with respect to the probability measure m on Zd defined by

〈 f,m 〉 = 〈 f, φ2 〉V
〈 1, φ2 〉V

, f ∈ ℓ∞. (1.37)

In particular, {νx}x∈Z is positively recurrent.
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Theorem 1.3.1 Assume the same hypothesis as Corollary 1.2.5. Then, there are constants
C = C(p, V ) > 0 and ε = ε(p, V ) ∈ (0, 1) as follows; if n ≥ k + C, f : Zk → R is polynomialy
bounded and F (ω) = f(S1(ω), . . . , Sk(ω)), ω ∈ Ω, then∣∣∣∣∫

Ω

Fdµn −
∫
Ω

Fdν

∣∣∣∣ ≤ B(f)εn−k, (1.38)

where B(f) is a constant which depends only on p, V and f .

Proof: Given Theorem 1.2.3 and Corollary 1.2.5, the proof of Theorem 1.3.1 is identical to
that of [3, Theorem 1.3], hence is omitted. 2

1.4 An example in dimension one

We provide a simple example for d = 1. We define p : Z → [0, 1) such that p(0) = q ∈ [0, 1)
p(1) = p(−1) = (1−q)/2 ∈ (0, 1/2]. Then, for λ ∈ R\[2q−1, 1], the function gλ(x) is computed
explicitly.

gλ(x) =
λ√
δ(λ)

×
{
φ(λ)|x|, if λ > 1,
−φ(λ)−|x|, if λ < 2q − 1,

(1.39)

where δ(λ) = (λ− 1)(λ− (2q − 1)) > 0 and

φ(λ) =
λ− q −

√
δ(λ)

1− q
∈
{

(0, 1), if λ > 1,
(−∞,−1), if λ < 2q − 1.

• gλ(0) is strictly decreasing in λ ∈ (1,∞), gλ(0)
λ↘1−→ ∞, gλ(0)

λ↗∞−→ 1. (1.40)

• if q = 0, then gλ(0) is strictly increasing in λ ∈ (−∞,−1), gλ(0)
λ↘−∞−→ 1,

gλ(0)
λ↗−1−→ ∞. (1.41)

• if 0 < q < 1/2, then, gλ(0) is strictly decreasing in λ ∈ (−∞, 2q−1
q

),

strictly increasing in λ ∈ (2q−1
q
, 2q − 1), gλ(0)

λ↘−∞−→ 1, g 2q−1
q
(0) =

√
1−2q
1−q

,

g 2q−1
2q

(0) = 1, gλ(0)
λ↗2q−1−→ ∞, (1.42)

• if 1/2 ≤ q < 1, then, gλ(0) is strictly decreasing in λ ∈ (−∞, 2q − 1),

gλ(0)
λ↘−∞−→ 1, g0(0) = 0, and if 1/2 < q < 1, gλ(0)

λ↗2q−1−→ −∞. (1.43)

For v > 0, we set

λ±(v)
def
= c(v)

(
q ±

√
q2 − (2q − 1)c(v)−1

)
, where c(v)

def
=

(v + 1)2

2v + 1
. (1.44)

Suppose that V : Z → [0,∞) is a bounded function which satisfies (1.24).

ΛV =

{
{λ±(v) ; v ∈ σess(V )\{0}}, if 0 ≤ q < 1/2,
{λ+(v) ; v ∈ σess(V )\{0}}, if 1/2 ≤ q < 1.

(1.45)
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To see this, we observe that for v > 0 and λ ∈ R\[2q − 1, 1],

gλ(0) = 1 + v−1 =⇒ λ2

δ(λ)
= (1 + v−1)2

⇐⇒ λ2 − 2qc(v)λ+ (2q − 1)c(v) = 0

⇐⇒ λ = λ±(v).

Moreover,

λ−(v) < 2q − 1 < 1 < λ+(v) = λ−(v) + 2c(v)
√
q2 − (2q − 1)c(v)−1. (1.46)

Taking (1.40)–(1.46) into account (In particular, if 0 < q < 1/2, then, 2q−1
2q

< λ−(v) < 2q − 1

and hence gλ(0) > 1 at λ = λ−(v) by (1.42)), we have

λ ∈ R\[2q − 1, 1], gλ(0) = 1 + v−1 ⇐⇒ λ =

{
λ±(v), if 0 ≤ q < 1/2,
λ+(v), if 1/2 ≤ q < 1.

This, together with Theorem 1.2.1, implies (1.45).

2 Proof of Theorem 1.2.1 and Corollary 1.2.2

2.1 Outline

Proof of Theorem 1.2.1 Step1 We prove that σess(PV )\σ(P ) = ΛV . Here, we adapt the
method in [4] to the present setting. Let λ ∈ R\σ(P ). Then, We introduce the modified
Birman-Schwinger operator GV,λ ∈ B(ℓ2) by

GV,λ = V 1/2(λGλ − 1)V 1/2. (2.1)

We first show in Lemma 2.2.3 that

λ ∈ σess(PV ) ⇐⇒ 1 ∈ σess(GV,λ). (2.2)

We then prove in Lemma 2.2.4 that

GV,λ = (gλ(0)− 1)V +HV,λ, (2.3)

where HV,λ is a compact operator. In fact, this is where the condition (1.24) is used. Then,
we see from (2.3) that

σess(GV,λ) = (gλ(0)− 1)σess(V ), (2.4)

via Weyl’s essential spectrum theorem, cf. [2, p.358, Proposition 4.2 (e)], [6, p.112, Theorem
XIII.14]. By (2.4),

1 ∈ σess(GV,λ) ⇐⇒ ∃v ∈ σess(V )\{0}, gλ(0)− 1 = v−1 ⇐⇒ λ ∈ ΛV . (2.5)

Thus, we obtain (1.25) from (2.2) and (2.5).
Step2 We prove that σ(P ) ⊂ σess(PV ). This step is the subject of Lemma 2.2.6 below. 2

Proof of Corollary 1.2.2: a) Suppose that the condition (1.27) holds. Then, λ0 ∈ ΛV ∩
(1,∞). Since σess(V )∩(1,∞) = ΛV ∩(1,∞) by Theorem 1.2.1, it follows that σess(V )∩(1,∞) 6=
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∅. Moreover, by (2.6), gλ(0) is strictly decreasing in λ ∈ (1,∞). Therefore. (1.27) implies that
λ0 = max σess(PV ).
Suppose on the other hand that σess(V )∩(1,∞) 6= ∅. Then, since σess(V )∩(1,∞) = ΛV ∩(1,∞)
by Theorem 1.2.1, there exist λ ∈ (1,∞) and v ∈ σess(V )\{0} such that gλ(0) = 1+v−1. Then,

v0 ≥ v > 0. Moreover, since 0 < v−1
0 ≤ v−1 and by (2.6), gλ(0)

λ→∞−→ 1, it follows from the
mean value theorem that there exists λ0 ∈ (1,∞) such that gλ0(0) = 1 + v−1

0 .
b) The proof is similar as above. 2

2.2 Lemmas

Properties of the function λ 7→ gλ(0), which we need in this article are summarized in the
following

Lemma 2.2.1

• gλ(0) is strictly decreasing in λ ∈ (1,∞), gλ(0)
λ→∞−→ 1.

Moreover, g1+(0)

{
= ∞, if d ≤ 2,
∈ (0,∞), if d ≥ 3.

(2.6)

• if ℓ(P ) < 0, then, gλ(0) >
|λ|

|λ|+p(0)
for λ ∈ (−∞, ℓ(P )).

gλ(0)
λ→−∞−→ 1, Moreover, gℓ(P )−(0) = ∞ if d ≤ 2, (2.7)

• if ℓ(P ) ≥ 0, then, gλ(0) is strictly decreasing in λ ∈ (−∞, ℓ(P )),

gλ(0) ∈
{

(0, 1), for λ ∈ (−∞, 0),
(−∞, 0), for λ ∈ (0, ℓ(P )).

(2.8)

Proof: The behavior (2.6) of gλ(0) for λ > 1 is well-known in the context of the random walk.
Thus, we omit the proofs.

On the other hand, the following integral formula is well-known.

gλ(0) =
λ

(2π)d

∫
[−π,π]d

dθ

λ− p̂(θ)
, λ ∈ R\σ(P ). (2.9)

We derive properties (2.6)–(2.8) from this formula. We take (2.7) for example. Since λ is
negative,

gλ(0) =
|λ|

(2π)d

∫
[−π,π]d

dθ

|λ|+ p̂(θ)

>
|λ|

|λ|+ (2π)−d
∫
[−π,π]d

p̂(θ)dθ
=

|λ|
|λ|+ p(0)

,

where we have used Jensen inequality to the convex function x 7→ 1/x (x > 0) to proceed from
the first line to the second.

To show that gℓ(P )−(0) = ∞ if d ≤ 2, we take θ0 ∈ [−π, π]d such that ℓ(P ) = p̂(θ0). Since
∂p̂
∂θα

(θ0) = 0 for all α = 1, . . . , d, we have

p̂(θ0 + θ)− ℓ(P ) = p̂(θ0 + θ)− p̂(θ0)

=
1

2

d∑
α,β=1

θαθβ

∫ 1

0

(1− t)
∂2p̂

∂θα∂θβ
(θ0 + tθ)dt

≤ C|θ|2 for θ ∈ [−π, π]d.
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By applying the monotone convergence theorem to the integral
∫
[−π,π]d

dθ
p̂(θ)−λ

as λ↗ ℓ(P ), we

have

gℓ(P )−(0) =
|ℓ(P )|
(2π)d

∫
[−π,π]d

dθ

p̂(θ)− ℓ(P )
=

|ℓ(P )|
(2π)d

∫
[−π,π]d

dθ

p̂(θ0 + θ)− ℓ(P )

≥ |ℓ(P )|
(2π)dC

∫
[−π,π]d

dθ

|θ|2
= ∞.

2

Remark If ℓ(P ) < 0, gλ(0) is not necessarily monotone in λ ∈ (−∞, ℓ(P )). See (1.42) for a
counterexample.

Lemma 2.2.2 Let A,B ∈ B(X) on a Banach space X. Then,

a) 1 ∈ σess(BA) if and only if 1 ∈ σess(AB).

b) 1 ∈ ρ(BA) if and only if 1 ∈ ρ(AB). Moreover, if these conditions hold true, then

(1−BA)−1 = 1 +B(1− AB)−1A. (2.10)

Proof: a) Since the roles of A and B are exchangeable, it is enough to verify only the ”if”
part, which is equivalently stated as 1 − AB ∈ F(X) ⇒ 1 − BA ∈ F(X). To prove this, we
use Atkinson’ s theorem which says the following for T ∈ B(X), cf. [1, p.161, Theorem 4.46].

A1) Suppose that T ∈ F(X) with n1 = dimKerT and n2 = dim(X/RanT ). Then, there exist
S,K1, K2 ∈ B(X) with rankKj = nj (j = 1, 2) such that

ST = 1 +K1 and TS = 1 +K2. (2.11)

A2) Conversely, suppose that there exist S,K1, K2 ∈ B(X) of which K1 and K2 are compact
such that (2.11) holds true. Then, T ∈ F(X).

Comming back to the proof of the lemma, suppose that T
def
= 1 − AB ∈ F(X). Then, by

Atkinson’s theorem, there exist S,K1, K2 ∈ B(X) as are stated in A1) above. Then, 1+BSA ∈
B(X), rankBKjA ≤ nj (j = 1, 2) and

(1 +BSA)(1−BA) = 1 +BK1A, (1−BA)(1 +BSA) = 1 +BK2A. (2.12)

Therefore, 1−BA ∈ F(X), by A2) above.
b) The equivalence of 1 ∈ ρ(BA) and 1 ∈ ρ(AB) can be regarded as a special case of part a),
where K1 = K2 = 0 in the proof above. Moreover, suppose that 1 ∈ ρ(BA), or equivalently,
1 ∈ ρ(AB). Then, S = (1−AB)−1 in (2.12). Thus, the equality (2.10) follows from (2.12). 2

Lemma 2.2.3 Let λ ∈ R\σ(P ), and GV,λ be the operator defined by (2.1). Then,

a) λ ∈ σess(PV ) if and only if 1 ∈ σess(GV,λ).

b) λ ∈ σ(PV ) if and only if 1 ∈ σ(GV,λ). Moreover, if λ ∈ ρ(PV ), or equivalently, 1 ∈ ρ(GV,λ),
then,

(λ− PV )
−1 = Gλ +GλV

1/2(1−GV,λ)
−1V 1/2PGλ. (2.13)

11



Proof: a) We need to verify the equivalence. λ − PV ∈ F (ℓ2) ⇐⇒ 1 − GV,λ ∈ F (ℓ2). We
decompose this task into the following two steps.

λ− PV ∈ F (ℓ2) ⇐⇒ 1−GλPV ∈ F (ℓ2), (2.14)

1−GλPV ∈ F (ℓ2) ⇐⇒ 1−GV,λ ∈ F (ℓ2). (2.15)

Note that
λ− PV = λ− P − V P = (λ− P )(1−GλV P ). (2.16)

or equivalently,
1−GλV P = Gλ(λ− PV ). (2.17)

Note that λ − P,Gλ ∈ F (ℓ2). Recall also that F (ℓ2) is closed under the composition cf. [1,
p.158, Theorem 4.43]. Then, (2.14) follows from (2.16) and (2.17).

The equivalence (2.15) follows from Lemma 2.2.2 a), since for A
def
= GλV

1/2 and B
def
= V 1/2P ,

AB = GλV
1/2V 1/2P = GλV P,

BA = V 1/2PGλV
1/2 = V 1/2(λGλ − 1)V 1/2 = GV,λ.

b) The proof is similar as above. We use Lemma 2.2.2 b) instead of Lemma 2.2.2 a). Suppose
that λ ∈ ρ(PV ). Then, it follows from (2.17) that

(λ− PV )
−1 = (1−GλV P )

−1Gλ.

On the other hand, by plugging A = V 1/2P and B = GλV
1/2 into (2.10),

(1−GλV P )
−1 = 1 +GλV

1/2(1− V 1/2PGλV
1/2)−1V 1/2P

= 1 +GλV
1/2(1−GV,λ)

−1V 1/2P.

Combining these, we obtain (2.13). 2

Lemma 2.2.4 With gλ(0), GV,λ defined respectively by (1.17) and (2.1), the following operator
HV,λ ∈ B(ℓ2) is compact.

HV,λ
def
= GV,λ − (gλ(0)− 1)V.

Proof: We decompose GV,λ into diagonal and off diagonal components as follows.

GV,λ = V 1/2(λGλ − 1)V 1/2 = (gλ(0)− 1)V +HV,λ,

where the operator HV,λ is given by the kernel

HV,λ(x, y) = λ
√
V (x)V (y)Gλ(x, y)1x ̸=y.

We will show that
‖HV,λ −H

(N)
V,λ ‖

N→∞−→ 0, (2.18)

where KN is a finite rank operator defined by the kernel

H
(N)
V,λ (x, y) = λ

√
V (x)V (y)Gλ(x, y)1x ̸=y,|x|≤N .

Thus, (2.18) shows that HV,λ is a compact operator.
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By a standard estimate,

‖HV,λ −H
(N)
V,λ ‖ ≤ |λ|

√
ANBN ,

where

AN = sup
|x|≥N

∑
y∈Zd
x ̸=y

√
V (x)V (y)|Gλ(x, y)|, BN = sup

x∈Zd

∑
y∈Zd

y ̸=x,|y|≥N

√
V (x)V (y)|Gλ(x, y)|.

By (1.14), there exist C = C(λ) ∈ (0,∞) and ε = ε(λ) ∈ (0,∞) such that

|Gλ(x, y)| ≤ C exp(−ε|x− y|). (2.19)

Thus, (2.18) follows from (1.24) and

sup
x∈Zd

bN,ε(x)
N→∞−→ 0, where bN,ε(x) =

∑
y∈Zd

y ̸=x,|y|>N

√
V (x)V (y) exp(−ε|x− y|). (2.20)

Therefore, it is enough to show that (1.24) implies (2.20). Moreover, it follows immediately

from (1.24) that sup|x|>⌊N/2⌋ bN,ε(x)
N→∞−→ 0. Hence, it is enough to verify that

sup
|x|≤⌊N/2⌋

bN,ε(x)
N→∞−→ 0. (2.21)

If |x| ≤ bN/2c and |y| ≥ N , then |y − x| ≥ N/2. Thus,

sup
|x|≤⌊N/2⌋

bN,ε(x) ≤ exp(−εN/2)‖V ‖∞ sup
|x|≤⌊N/2⌋

∑
y∈Zd

exp(−ε|x− y|/2)

= exp(−εN/2)‖V ‖∞
∑
y∈Zd

exp(−ε|y|/2) N→∞−→ 0,

which proves (2.21). 2

In what follows, we use the following notation. For x = (xα)
d
α=1 ∈ Zd,

|x|∞ = max
1≤α≤d

|xα|. (2.22)

For c ∈ Zd and a positive integer ℓ,

Q(c, ℓ) = {x ∈ Zd ; |x− c|∞ ≤ ℓ}. (2.23)

Suppose that the condition (1.24) holds true and that v0 > 0. Then the following lemma shows
that there are infinitely many disjoint cubes Q(c, ℓ) in which V takes the value close to v0 at
the center c, while the value V (x) for the other points of the cube are close to zero.

Lemma 2.2.5 Suppose that the condition (1.24) holds true and that v0 > 0. Then, for any
L, ℓ ∈ (0,∞) and ε ∈ (0, 1), there exists c ∈ Zd such that

Q(0, L) ∩Q(c, ℓ) = ∅, (2.24)

V (c) > (1− ε)v0, (2.25)∑
x∈Q(c,ℓ)\{c}

V (x) < ε. (2.26)
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Proof: Take δ ∈ (0, 1) such that δ2 exp(2ℓ) < ε(1− ε)v0. By assumption v0 > 0, the set

Hε = {x ∈ Zd ; V (x) > (1− ε)v0}

is unbounded. Therefore, by (1.24), we can find c ∈ Hε such that

|c| > L+ ℓ, and A(c)
def
=
∑
x∈Zd
x ̸=c

√
V (c)V (x) exp(−|c− x|∞) < δ. (2.27)

The first inequality of (2.27) is equivalent to (2.24), while the second inequality implies (2.26)
as follows. ∑

x∈Q(c,ℓ)\{c}

V (x)

≤

 ∑
x∈Q(c,ℓ)\{c}

√
V (x)

2

(2.25)

≤ A(c)2
exp(2ℓ)

(1− ε)v0

(2.27)
< δ2

exp(2ℓ)

(1− ε)v0
< ε.

2

Lemma 2.2.6 Suppose that the condition (1.24) holds true. Then, σ(P ) ⊂ σess(PV ).

Proof: Let λ ∈ σ(P ) be arbitrary. We will prove that λ − PV 6∈ F(ℓ2), or equivalently,
λ− P ∗

V 6∈ F(ℓ2), where P ∗
V is the adjoint operator of PV on ℓ2, therefore, P ∗

V = P + PV .
For this purpose, we will use the following criterion for an operator T on a Hilbert space

X not to be a Fredholm operator. T 6∈ F(X) if there exists a normalized sequence {un} ⊂ X
such that

un
n→∞−→ 0 weakly and Tun

n→∞−→ 0 strongly, (2.28)

The converse is also true if T is self-adjoint, cf. [2, p. 350, Theorem 2.3]. A sequence with
above property is called a Weyl sequence.

We will construct a Weyl sequence un ∈ ℓ2 for λ−P ∗
V , that is, un ∈ ℓ2 is normalized, weakly

convergent to zero, and
‖(λ− P − PV )un‖

n→∞−→ 0. (2.29)

Step1: Let r > 0 be an integer such that supp[p] ⊂ Q(0, r), We first show that, there exist
cn ∈ Zd, n ∈ N such that

Q(cm,m+ r) ∩Q(cn, n+ r) = ∅ if m 6= n, (2.30)

max
x∈Q(cn,n+r)

V (x) < (n+ 2)−1 for all n ∈ N. (2.31)

Suppose that v0 = 0. Then, for any ε > 0, there exists R > 0 such that V (x) < ε if |x| > R.
Thus, it is easy to find such cn by an inductive procedure.

Suppose on the contrary that v0 > 0. We then proceed inductively with the help of Lemma
2.2.5 as follows. We start by taking L = 1, ℓ = 3r and ε = 1/2 in Lemma 2.2.5, so that we
can find b0 ∈ Zd such that

max
x∈Q(b0,3r)\{b0}

V (x) < 1/2.
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Thus, by choosing c0 such that Q(c0, r) ⊂ Q(b0, 3r)\{b0}, we obtain (2.31) for n = 0. Next,
we take L = |c0|+ 1 + r, ℓ = 3 + 3r and ε = 1/3 in Lemma 2.2.5, so that we can find b1 ∈ Zd

such that
Q(c0, r) ∩Q(b1, 3 + 3r) = ∅, and max

x∈Q(b1,3+3r)\{b1}
V (x) < 1/3.

Thus, by choosing c1 such that Q(c1, 1 + r) ⊂ Q(b1, 3 + 3r)\{b1}, we obtain (2.31) for n = 1.
By repeating this procedure, we obtain cn, n ∈ N as desired.

Step2: We now construct the Weyl sequence un, n ∈ N. Let θ ∈ [−π, π]d be such that
λ = p̂(θ) and set eλ(x) = exp(iθ · x). Then by Step1, there exist cn ∈ Zd, n ∈ N which satisfy
(2.30) and (2.31). We set

φn = eλ1Q(cn,n+r) and un = φn/‖φn‖. (2.32)

We will show that un, n ∈ N is the Weyl sequence which we look for. By (2.30), un, n ∈ N are
orthonormal. Moreover, we see from (2.31) that

0 ≤ V ≤ (n+ 2)−11Q(cn,n+r),

and hence ‖V un‖ ≤ (n+ 2)−1 n→∞−→ 0. Thus, it only remains to verify that

‖(λ− P )un‖
n→∞−→ 0. (2.33)

To see this, we observe that
(λ− P )eλ = 0. (2.34)

Note also that for f, g : Zd → C and x ∈ Rd,

f = g on Q(x, r) =⇒ Pf(x) = Pg(x).

This, together with (2.32) and (2.34), implies that

(λ− P )φn = 0 on Q(cn, n). (2.35)

If we set hn
def
= 1Q(cn,n+r)\Q(cn,n), then

‖hn‖2 = ♯(Q(cn, n+ r)\Q(cn, n)) = (2n+ 2r + 1)d − (2n+ 1)d = O(nd−1),

and hence

‖(λ− P )φn‖
(2.35)
= ‖hn(λ− P )φn‖ ≤ ‖hn‖‖(λ− P )φn‖∞ = O(n(d−1)/2). (2.36)

This implies (2.33), since ‖φn‖ = ‖1Q(cn,n+r)‖ = (2n+ 2r + 1)d/2. 2

3 Proof of Theorem 1.2.3

3.1 Outline

For α > 0, we denote by ℓ∞,α the Banach space of exponentially decaying functions u : Zd → C
with the exponent at least α, more precisely, the functions which satisfy

‖u‖∞,α
def
= sup

x∈Zd

exp(α|x|)|u(x)| <∞. (3.1)
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We also recall the estimate (2.19) on the exponential decay of the kernel Gλ(x, y).
Suppose that the condition (1.24) holds true. Let λ ∈ C\σess(PV ) and α ∈ (0, ε), where

ε > 0 is from (2.19). For K ⊂ Zd, we define

VK = V 1Zd\K . (3.2)

In the sequel, we write K ⋐ Zd, when K is a finite subset of Zd. We will prove in Lemma 3.2.4
below that there exists K ⋐ Zd such that λ ∈ ρ(PVK

) and (λ− PVK
)−1 ∈ B(ℓ∞,α).

Suppose additionally that λ ∈ σ(PV ) and that a function φ ∈ ℓ2 satisfies (λ − PV )φ = 0.
Then, with the set K from Lemma 3.2.4, we rewrite (λ− PV )φ = 0 as

(λ− PVK
)φ = 1KV Pφ.

Since λ ∈ ρ(PVK
) by Lemma 3.2.4, it follows from the above display that

φ = (λ− PVK
)−11KV Pφ. (3.3)

Since the function 1KV Pφ is supported on the finite set K and (λ − PVK
)−1 ∈ B(ℓ∞,α) by

Lemma 3.2.4, we obtain (1.29) from (3.3). 2

3.2 Lemmas

Let λ ∈ C\σess(PV ) and α ∈ (0, ε), where ε > 0 is from (2.19). As is discussed in section 3.1, it
is enough to prove that there exists K ⋐ Zd such that λ ∈ ρ(PVK

) and (λ− PVK
)−1 ∈ B(ℓ∞,α)

(Lemma 3.2.4). We will implement this by dealing with the modified Birman-Schwinger oper-
ator with the potential VK :

GVK ,λ = V
1/2
K (λGλ − 1)V

1/2
K ,

cf. (2.1). As in the proof of Lemma 2.2.4, we decompose GVK ,λ into diagonal and off diagonal
components as follows.

GVK ,λ = γVK +HVK ,λ, where γ = gλ(0)− 1. (3.4)

We first look at the diagonal component γVK of the above decomposition.

Lemma 3.2.1 Suppose that λ 6∈ σ(P ) ∪ ΛV . Then, there exists K0 ⋐ Zd such that if K0 ⊂
K ⋐ Zd,

ε0
def
= inf

x∈Zd
|1− γVK(x)| > 0. (3.5)

Proof: It follows from the assumption λ 6∈ ΛV that either

i) γ = 0 or ii) γ 6= 0 and γ−1 6∈ σess(V ).

If γ = 0, then, (3.5) is clearly true with K = ∅ and ε0 = 1. Suppose ii) above. Then, there
exists δ > 0 such that

K0
def
= {x ∈ Zd ; |1− γV (x)| < γδ} = {x ∈ Zd ; |γ−1 − V (x)| < δ} ⋐ Zd.

Let K0 ⊂ K ⋐ Zd. Then, it is clear that

|1− γVK(x)| = |1− γV (x)| ≥ γδ for all x ∈ Zd\K,
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which implies (3.5). 2

The following lemma deals with the off diagonal part HVK ,λ of the operator GVK ,λ, cf. (3.4)
which is given by the kernel.

HVK ,λ(x, y) = λ
√
VK(x)VK(y)Gλ(x, y)1x ̸=y. (3.6)

Lemma 3.2.2 Suppose that the condition (1.24) holds true. Then, for all α ∈ (0, ε) and
β ∈ (0,∞), where ε is from (2.19), there exists K1 ⋐ Zd such that if K1 ⊂ K ⋐ Zd, then

‖HVK ,λ‖B(ℓ2) ≤ β, (3.7)

HVK ,λ ∈ B(ℓ∞,α) with ‖HVK ,λ‖B(ℓ∞,α) ≤ β. (3.8)

Proof: Set δ
def
= ε− α > 0. Then, by (1.24), there exists a K1 ⋐ Zd such that

sup
x∈Zd\K1

∑
y∈Zd
y ̸=x

√
V (x)V (y) exp(−δ|x− y|) ≤ β

|λ|C
, (3.9)

where the constant C is from (2.19). Let K1 ⊂ K ⋐ Zd. By (2.19) and (3.6),

HVK ,λ(x, y) ≤ |λ|C
√
VK(x)VK(y) exp(−ε|x− y|)1x ̸=y. (3.10)

Since HVK ,λ : ℓ2 → ℓ2 is symmetric, we have by a standard estimate that

‖HVK ,λ‖ ≤ sup
x∈Zd

∑
y∈Zd

|HVK ,λ(x, y)|

(3.10)

≤ |λ|C sup
x∈Zd\K

∑
y∈Zd
y ̸=x

√
V (x)V (y) exp(−ε|x− y|)

(3.9)

≤ β,

which shows (3.7).
Suppose that u ∈ ℓ∞,α and x ∈ Zd. Then, noting that |x| ≤ |x− y|+ |y|,

exp(α|x|)|(HVK ,λu)(x)|
≤ exp(α|x|)

∑
y∈Zd

|HVK ,λ(x, y)||u(y)|

(3.10)

≤ 1Zd\K(x)|λ|C
∑
y∈Zd
y ̸=x

√
V (x)V (y) exp(−δ|x− y|) exp(α|y|)|u(y)|

≤ 1Zd\K(x)|λ|C‖u‖∞,α

∑
y∈Zd
y ̸=x

√
V (x)V (y) exp(−δ|x− y|)

(3.9)

≤ β‖u‖∞,α,

which shows (3.8). 2

Combining Lemma 3.2.1 and Lemma 3.2.2, we obtain the following

Lemma 3.2.3 Suppose that (1.24) holds true. Then, for λ ∈ C\σess(PV ) and α ∈ (0, ε), where
ε is from (2.19), there exists K ⋐ Zd such that 1 ∈ ρ(GVK ,λ) and that (1−GVK ,λ)

−1 ∈ B(ℓ∞,α).
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Proof: We have λ 6∈ σess(PV ) = σ(P ) ∪ ΛV , by the choice of λ and Theorem 1.2.1. Thus, we
may apply Lemma 3.2.1 and take ε0 ∈ (0, 1] and K0 ⋐ Zd from there. We then apply Lemma
3.2.2 with β < ε0. As a consequence, we can find Ki ⋐ Zd (i = 0, 1) with which (3.5), (3.7)
and (3.8) hold true, where β < ε0. We now suppose that K0 ∪K1 ⊂ K ⋐ Zd. Then, it follows
from (3.5) that the operator 1 − γVK has its inverse in B(ℓ2) with the norm at most 1/ε0.
Then, setting

RK = (1− γVK)
−1HVK ,λ

for simplicity, we have

‖RK‖B(ℓ2) ≤ ‖(1− γVK)
−1‖B(ℓ2)‖HVK ,λ‖B(ℓ2) ≤ ε−1

0 · β < 1, (3.11)

and therefore, the following Neumann series converges:

(1−RK)
−1 =

∞∑
n=0

Rn
K . (3.12)

Since
1−GVK ,λ = 1− γVK −HVK ,λ = (1− γVK)(1−RK),

the operator 1−GVK ,λ is invertible in B(ℓ2), and herefore, 1 ∈ ρ(GVK ,λ).
By repeating the same argument as above, with B(ℓ2) replaced by B(ℓ∞,α), we see that

(1−GVK ,λ)
−1 ∈ B(ℓ∞,α). Indeed, it is clear that 1− γVK has the inverse in B(ℓ∞,α) with the

norm at most ε−1
0 . Moreover, by (3.8), ‖HVK ,λ‖B(ℓ∞,α) ≤ β < ε0. Consequently, we see that

‖RK‖B(ℓ∞,α) < 1 and hence that the Neumann series (3.12) converges in B(ℓ∞,α). This implies
that (1−GVK ,λ)

−1 ∈ B(ℓ∞,α). 2

As is discussed in section 3.1, Theorem 1.2.3 follows from the following

Lemma 3.2.4 Suppose that (1.24) holds true. Then, for λ ∈ C\σess(PV ) and α ∈ (0, ε) where
ε is from (2.19), there exists K ⋐ Zd such that λ ∈ ρ(PVK

) and that (λ− PVK
)−1 ∈ B(ℓ∞,α).

Proof: The first half of the lemma follows from Lemma 3.2.2, since, λ ∈ ρ(PVK
) if and only if

1 ∈ ρ(GVK ,λ) by Lemma 2.2.3. As for the latter half, by applying (2.13) with V there replaced
by VK , we have

(λ− PVK
)−1 = Gλ +GλV

1/2
K (1−GVK ,λ)

−1V
1/2
K PGλ.

It is clear that V
1/2
K and P belong to B(ℓ∞,α). It is also clear from the proof of Lemma 3.2.2

that Gλ ∈ B(ℓ∞,α). Moreover, (1−GVK ,λ)
−1 ∈ B(ℓ∞,α) by Lemma 3.2.3. Combining these, we

conclude that (λ− PVK
)−1 ∈ B(ℓ∞,α). 2

4 Proof of Theorem 1.2.4, Corollary 1.2.5 and Proposition 1.2.6

4.1 Outline

Proof of Theorem 1.2.4: We first prove that

1 ≤ dimKer(r(PV )− PV ) <∞ and r(PV ) 6∈ σ(PV )\{r(PV )}. (4.1)

For this purpose, we prove via a “lower bound by a delta potential” (Lemma 4.2.1) that there
exists u0 ∈ ℓ2 such that

‖u0‖V = 1 and 〈 PV u0, u0 〉V > maxσess(PV ), (4.2)
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which implies (4.1) as follows. It follows from (4.2) that

r(PV ) = sup
∥u∥V =1

〈 PV u, u 〉V ≥ 〈 PV u0, u0 〉V > maxσess(PV ).

Thus, r(PV ) 6∈ σess(PV ), or equivalently,

dim(r(PV )− PV ) <∞ and r(PV ) 6∈ σ(PV )\{r(PV )},

(cf. (1.19) and (1.20)). Since r(PV ) ∈ σ(PV ), r(PV ) is an eigenvalue and therefore, we obtain
(4.1).

Now that we have established (4.1), the rest of the proposition follows immediately from an
extension of the Perron-Frobenius theorem to infinite dimensional setting (See Lemma 4.2.3
below). Indeed,

PV (x, y) = (1 + V (x))P (x, y) ≥ P (x, y) for all x, y ∈ Zd,

which shows that PV is positive and irreducible. Moreover, by Lemma 4.2.2 below, the operator
norm of PV : ℓ2V → ℓ2V equals to r(PV ). 2

Proof of Corollary 1.2.5 PV is positive and irreducible. Moreover, PV is bipartite w.r.t.
J ∈ {−1, 1}Zd

if and only if P is bipartite w.r.t. J . We can pass from Theorem 1.2.4 to
Corollary 1.2.5 by applying Lemma 4.2.4 below to T = PV . 2

Proof of Proposition 1.2.6: Case1: Suppose that p vanishes on A. We prove that P is
bipartite w.r.t. J = 1A − 1Ac . Indeed, it follows from assumptions that supp [p] ⊂ Ac, and
therefore by definition of A that (x, y) 6∈ A2 ∪ (Ac)2 if y− x ∈ supp [p]. This implies that P is
bipartite w.r.t. J = 1A − 1Ac .

Case2: Suppose that (1.35) holds. We prove that −r(PV ) < ℓ(PV ) for any nonnegative
V ∈ ℓ∞(Zd). For this purpose, we use the following inequality, cf. Lemma 4.2.5 below.

−r(PV ) + 2ℓ(1AP1A) ≤ ℓ(PV ). (4.3)

On the other hand, we have

ℓ(1AP1A) = min
θ∈[−π,π]d

∑
x∈A

p(x) exp(iθ · x) ≥ p(0)−
∑

x∈A\{0}

p(x) > 0.

Then, it follows from (4.3) that −r(PV ) < ℓ(PV ). 2

4.2 Lemmas

We start by explaining the “lower bound by a delta potential” referred to in the proof of
Theorem 1.2.4.

Lemma 4.2.1 a) Suppose that v0 > 0. Suppose also that λ ∈ (1,∞), v > 0, gλ(0) = 1+ v−1,
and V (Zd) ∩ [v,∞) 6= ∅. Then, there exists a uλ ∈ ℓ2 such that

‖uλ‖V = 1, and 〈 PV uλ, uλ 〉V > λ. (4.4)

b) Under hypothesis of Theorem 1.2.4, there exists a u0 ∈ ℓ2 such that (4.2) holds.
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Proof: a) We take c ∈ Zd such that V (c) ≥ v. Then, by (1.15), φλ(x)
def
= Gλ(x, c) > 0 for all

x ∈ Zd. We will show that the function uλ
def
= φλ/‖φλ‖V satisfies (4.4). To see this, we make

an auxiliary use of the potential U = vδc to give a lower bound for V . We first observe that

PUuλ = λuλ. (4.5)

Indeed, noting the equality PGλ = λGλ − 1, we have for all x ∈ Zd that

PUφλ(x) = (1 + vδc(x))PGλδc(x)

= (1 + vδc(x))(λGλ(x, c)− δc(x))

= λGλ(x, c)− δc(x) + v(λGλ(c, c)− 1)δc(x)

= λGλ(x, c) = λφλ(x),

which implies (4.5).
Now, we use (4.5) to see (4.4) as follows. It follows from v ≤ V (c) that U(x) ≤ V (x) for

all x ∈ Zd. Moreover, since v0 > 0, V (x) > 0 for infinitely many x’s, and hence U(x) < V (x)
for at least an x (in fact, for infinitely many x’s) . These, together with the strict positivity of
uλ implies that

1 = ‖uλ‖V = ‖(1 + V )−1/2uλ‖ < ‖(1 + U)−1/2uλ‖ = ‖uλ‖U . (4.6)

Moreover, since 〈 Puλ, uλ 〉 > 0,

〈 PV uλ, uλ 〉V = 〈 Puλ, uλ 〉
(4.6)
>

〈 Puλ, uλ 〉
‖uλ‖U

=
〈 PUuλ, uλ 〉U

‖uλ‖U
(4.5)
= λ.

b) Here, by Corollary 1.2.2, λ0 = max σess(PV ) and v0 are related as

gλ0(0) = 1 + v−1
0 .

Therefore, part b) of the present lemma follows from part a). 2

We present a series of lemmas in the following more general framework. Let (S,A,m) be
a σ-finite measure space. We denote the norm and the the inner product of the Hilbert space
L2(m) resectively by ‖ · ‖ and 〈 ·, · 〉. The totality of f ∈ L2(m) such that f ≥ 0, m-a.e. is
denoted by L2

+(m). An operator T ∈ B(L2(m)) is said to be positive if Tf ∈ L2
+(m) for all

f ∈ L2
+(m).

Lemma 4.2.2 Suppose that T ∈ B(L2(m)) is positive. Then, for all f ∈ L2(m),

T |f | − |Tf | ∈ L2
+(m), and thus, |〈 f, Tf 〉| ≤ 〈 |f |, T |f | 〉. (4.7)

In particular, if T is positive and self-adjoint, then,

|ℓ(T )| ≤ r(T ) = ‖T‖.

Proof: Let f ∈ L2(m) be arbitrary. Since T maps a real-valued function to a real-valued
function, we have

T (Re f) = Re(Tf). (4.8)
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Moreover, for each z ∈ C,

|z| = sup
θ∈R

Re(exp(iθ)z) = sup
θ∈Q

Re(exp(iθ)z). (4.9)

Let x ∈ S and θ ∈ Q be fixed. Then, by applying (4.9) to z = f(x), and to z = Tf(x), we see
that

gθ(x)
def
= |f(x)| − Re(exp(iθ)f(x))

(4.9)

≥ 0, (4.10)

T |f |(x)− |Tf(x)| (4.9)
= T |f |(x)− sup

θ∈Q
Re(exp(iθ)Tf(x))

= inf
θ∈Q

(T |f |(x)− Re(exp(iθ)Tf(x)))

(4.8)
= inf

θ∈Q
Tgθ(x). (4.11)

By (4.10), we have Tgθ ∈ L2
+(m). Then, combining this with (4.11), we have T |f | − |Tf | ∈

L2
+(m). In particular, if T is positive and self-adjoint, then,

−〈 f, Tf 〉
(4.7)

≤ 〈 |f |, T |f | 〉 ≤ r(T )‖f‖2.

Taking the supremum of the left-hand side of the above inequality over all normalized functions
f in L2(m), we obtain −ℓ(T ) ≤ r(T ), which, together with the obvious inequality ℓ(T ) ≤ r(T ),
implies that |ℓ(T )| ≤ r(T ). As a consequence, we obtain the equality r(T ) = ‖T‖. 2

Let T ∈ B(L2(m)). T is said to be irreducible if, for all functions f, g ∈ L2
+(m) which

are not identically zero m-a.e., there exists n ∈ N such that 〈 f, T ng 〉 > 0. If there exists
a measurable function J : S → {−1, 1} such that JT = −TJ , i.e., JTf = −T (Jf) for all
f ∈ L2(m), then, T is said to be bipartite and J is called the sign of T . T is simply said to be
bipartite if T is bipartite w.r.t. some sign J .

We consider the following conditions for an operator T ∈ B(L2(m)), in connection with its
irreducibility and bipartiteness.

Ker(‖T‖+ T ) 6= {0}. (4.12)

Ker(‖T‖ − T ) 6= {0}. (4.13)

There exists a normalized function φ ∈ L2(m) such that

φ > 0 a.e. and Ker(‖T‖ − T ) = Cφ. (4.14)

Lemma 4.2.3 Suppose that T ∈ B(L2(m)) is positive. Then,

(4.14) ⇐⇒ (4.13) and T is irreducible. (4.15)

Suppose in addition that T is irreducible. Then,

(4.12) ⇐⇒ (4.14) and that T is bipartite. (4.16)

Moreover, the converse part of the above equivalence entails the following relation. If T is
bipartite w.r.t. the sign J , then, (4.12) holds with

Ker(‖T‖+ T ) = CJφ. (4.17)
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Proof: Let us make a preliminary observation which applies to all T ∈ B(L2(m)). Suppose
that u ∈ L2(m) is normalized and that 〈 u, Tu 〉 = σ‖T‖, where σ is either 1 or −1. Then,

Tu = T ∗u = σ‖T‖u. (4.18)

Indeed, since 〈 u, Tu 〉 = σ‖T‖ ∈ R,

‖σ‖T‖u− Tu‖2 = ‖T‖2 − 2σ‖T‖〈 u, Tu 〉+ ‖Tu‖2 = −‖T‖2 + ‖Tu‖2 ≤ 0.

Thus, Tu = σ‖T‖u. On the other hand, 〈 u, Tu 〉 = σ‖T‖ implies that 〈 u, T ∗u 〉 = σ‖T ∗‖.
Hence by letting T ∗ play the role of T above, we obtain T ∗u = σ‖T‖u as well.
(4.15): This equivalence is due to [6, p.202, Theorem XIII.43].
(4.16) (⇒): Suppose that ψ ∈ L2(m) is a nonzero function which satisfies the equation Tψ =
−‖T‖ψ. Since the same equation is satisfied by the real and imaginary parts of ψ, we may
assume that ψ is real-valued. Moreover, by normalization, we may assume that ‖ψ‖ = 1.
Therefore, we see from the preliminary observation (4.18) that

Tψ = T ∗ψ = −‖T‖ψ. (4.19)

On the other hand, applying (4.7) to f = ψ, we obtain

‖T‖ = −〈 ψ, Tψ 〉 ≤ 〈 |ψ|, T |ψ| 〉 ≤ ‖T‖.

and hence, 〈 |ψ|, T |ψ| 〉 = ‖T‖. Therefore, we see from the preliminary observation (4.18) that
T |ψ| = ‖T‖|ψ|, Thus, we have proved (4.13), which, together with the irreducibility of T ,
implies (4.14). Then, it follows from (4.14) that |ψ| = φ, and by applying (4.18), we have

Tφ = T ∗φ = ‖T‖φ. (4.20)

Since |ψ| = φ, the function J
def
= ψ/φ is defined a.e. and takes values in {−1, 1} there. We will

prove that T = −JTJ . By linearlity, it is enough to prove that g
def
= Tf + JTJf = 0 a.e. for

all f ∈ L2
+(m). Since f ± Jf ∈ L2

+(m), we have Tf ± TJf ∈ L2
+(m), and hence g ∈ L2

+(m).
Therefore, it is enough to show that 〈 φ, g 〉 = 0, which can be done by noting that φJ = ψ,
and that ψJ = φ as follows.

〈 φ, g 〉 = 〈 φ, Tf 〉+ 〈 ψ, TJf 〉 = 〈 T ∗φ, f 〉+ 〈 T ∗ψ, Jf 〉
(4.19). (4.20)

= ‖T‖〈 φ, f 〉 − ‖T‖〈 ψ, Jf 〉 = ‖T‖〈 φ, f 〉 − ‖T‖〈 φ, f 〉 = 0.

(4.16) (⇐): By the relation TJ = −JT , the eigenspaces Ker(‖T‖ ± T ) are mapped to each
other bijectively by J . Thus, (4.14) implies (4.17). 2

Lemma 4.2.4 Suppose that an operator T ∈ B(L2(m)) is positive, self-adjoint, and satisfies
(4.14) and

r(T ) > sup{λ ; λ ∈ σ(T ), λ 6= r(T )}. (4.21)

Then,

22



a) The following conditions are equivalent.

r(T ) > sup{|λ| ; λ ∈ σ(T ), |λ| 6= r(T )}. (4.22)

Either −r(T ) < ℓ(T ) or T is bipartite. (4.23)

b) Suppose that one of the conditions (4.22) and (4.23) holds true (therefore that both do).
Then, there exists ε ∈ (0, 1) such that

‖r(T )−nT n(f − Πf)‖ ≤ εn‖f − Πf‖ for all f ∈ L2(m) and n ∈ N, (4.24)

where, with φ from (4.14),

Πf
def
=

{
〈 f, φ 〉φ, if −r(T ) < ℓ(T ),
〈 f, φ 〉φ+ 〈 f, Jφ 〉Jφ, if T is bipartite w.r.t. the sign J.

(4.25)

Proof: a) (4.22) ⇒ (4.23): Suppose that (4.23) fails. Then, it follows from Lemma 4.2.3 a)
that ℓ(T ) = −r(T ) is not an eigenvalue, and therefore by (1.20), −r(T ) ∈ σ(T )\{−r(T )}.
Hence (4.22) fails.
(4.23) ⇒ (4.22): If −r(T ) < ℓ(T ), then (4.22) holds, since

σ(T ) ∩ [−r(T ), ℓ(T )) = ∅. (4.26)

On the other hand, if T is bipartite, then, (4.22) follows from (4.21) and the symmety of σ(T )
with respect to the origin.
b) Let T =

∫
σ(T )

λdEλ denote the spectral decomposition of the self-adjoint operator T on

ℓ2(m). We first verify that

Π =

∫
σ(T )

|λ|=r(T )

dEλ. (4.27)

We treat each of the cases in condition (4.23) separately. Let us temporarily denote the
orthogonal projection on the right-hand side of (4.27) by ΠRHS.

Case1: Suppose that −r(T ) < ℓ(T ). Then, it follows from (4.26) that

{λ ∈ σ(T ) ; |λ| = r(T )} = {r(T )}.

We see from this and (4.14) that

Ran(ΠRHS) = Ker(r(T )− T ) = Cφ,

which implies (4.27).
Case2: Suppoes that T is bipartite the sign J . Then, it follows from the symmetry of σ(T )

with respect to the origin that

{λ ∈ σ(T ) ; |λ| = r(T )} = {±r(T )}.

Putting this, (4.14) and (4.17) together, we have

Ran(ΠRHS) = Ker(r(T )− T )⊕Ker(−r(T )− T ) = Cφ⊕ CJφ,

which implies (4.27).
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Now, (4.24) follows easily from condition (4.22). Let

r = sup{|λ| ; λ ∈ σ(T ), |λ| 6= r(T )}

and let f⊥ = f − Πf . Then, it follows from (4.27) that

‖T nf⊥‖2V =

∫
σ(T )
|λ|≤r

λ2nd〈 Eλf
⊥, f⊥ 〉 ≤ r2n‖f⊥‖2,

which proves (4.24). 2

Lemma 4.2.5 Suppose that p : Zd → [0,∞) is a transition probability of a symmetric random
walk, and that A = {x ∈ Zd ;

∑
α∈I xα ∈ 2Z} with ∅ 6= I ⊂ {1, . . . , d}. Then,

−r(PV ) + 2ℓ(1AP1A) ≤ ℓ(PV ). (4.28)

Proof: We already know from Lemma 4.2.2 that −r(PV ) ≤ ℓ(PV ). Thus, we may assume that
ℓ(1AP1A) ≥ 0. Since

−ℓ(PV ) = sup{−〈 PV u, u 〉V ; ‖u‖V = 1},
it is enough to show that

−〈 PV u, u 〉V ≤ (−2ℓ(1AP1A) + r(PV ))‖u‖2V for all u ∈ ℓ2. (4.29)

To see this, let u ∈ ℓ2 be arbitrary and J = 1A − 1Ac . We first verify that

−〈 Pu, u 〉 ≤ −2ℓ(1AP1A)‖u‖22 + 〈 PJu, Ju 〉. (4.30)

Let P+ = 1AP1A + 1AcP1Ac and P− = 1AP1Ac + 1AcP1A. Then,

P±J = ±JP±, (4.31)

as is easily be seen. Moreover, for fixed c ∈ Ac, the map x 7→ x+ c (A −→ Ac) is a bijection.
Hence

〈 P+u, u 〉 =

(∑
x,y∈A

+
∑
x,y ̸∈A

)
p(y − x)u(x)u(y)∗

=
∑
x,y∈A

p(y − x)u(x)u(y)∗

+
∑

x′,y′∈A

p(y′ − x′)u(x′ + c)u(y′ + c)∗

≥ ℓ(1AP1A)
∑
x∈A

(
|u(x)|2 + |u(x+ c)|2

)
= ℓ(1AP1A)‖u‖2. (4.32)

Thus, we obtain (4.30) as follows.

〈 PJu, Ju 〉 = 〈 P+Ju, Ju 〉+ 〈 P−Ju, Ju 〉
(4.31)
= 〈 JP+u, Ju 〉 − 〈 JP−u, Ju 〉
= 〈 P+u, u 〉 − 〈 P−u, u 〉 = 2〈 P+u, u 〉 − 〈 Pu, u 〉

(4.32)

≥ 2ℓ(1AP1A)‖u‖22 − 〈 Pu, u 〉.
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We then use (4.30) to prove (4.29) as follows. Note that ℓ(1AP1A)‖u‖2 ≥ ℓ(1AP1A)‖u‖2V ,
since ‖u‖ ≥ ‖u‖V and we have assumed that ℓ(1AP1A) ≥ 0. Therefore,

−〈 PV u, u 〉V = −〈 Pu, u 〉
(4.30)

≤ −2ℓ(1AP1A)‖u‖2 + 〈 PJu, Ju 〉
= −2ℓ(1AP1A)‖u‖2 + 〈 PV Ju, Ju 〉V
≤ (−2ℓ(1AP1A) + r(PV ))‖u‖2V .
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