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1. Introduction

There are various models of type theory. Werner’s Set-
theoretical model [14] provides an intuitive model of CCω. It
combines a functional view of predicative universes with a col-
lapsed view of the impredicative sort Prop. However this model
of Prop is so coarse that the principle of excluded middle P ∨ ¬P

holds in it.
In this paper, we construct a set-theoretical model of CCω in

which the principle of excluded middle P∨¬P doesn’t hold, and
thus closer to completeness.

CC (the Calculus of Constructions [5]) is a pure type system [2]
with two sorts, impredicative Prop and predicative Type. CCω

extends CC with a hierarchy of predicative sorts Typei. CIC
(the Calculus of Inductive Constructions) adds inductive types to
CCω.

In Ref. [14], Werner provides a remarkably simple model of
CIC. In this model, λx : A.t is interpreted by a set-theoretical
function for predicative sorts. Yet such a simple approach is
known to fail for impredicative sorts as it runs afoul of Reynolds’
paradox [11]. Therefore, the model for Prop is two-valued. Hence
the principle of excluded middle P ∨ ¬P is valid in this model,
making it classical. Later, Miquel and Werner [10] have shown
that proving the soundness of this model was not so easy, but this
doesn’t change the simplicity of the model itself. This simple
approach is to be contrasted with Luo’s model of ECC (CCω ex-
tended with strong sums Σx : A.B) which uses ω-sets [8], or more
recent models such as categorical models [7] or models based on
homotopy theory [12]. This is the drawback of simplicity: while
Werner’s approach avoids many complications of more precise
models, it is at times counter-intuitive, as it completely ignores
the intuitionistic aspect of CC.

Our goal has been to recover the intuitionistic part of CC with-
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out increasing the complexity of the model. Barras [4] provided
a first way to do it, by interpreting CCω in IZF (intuitionistic
Zermelo-Fraenkel set theory [1]) rather than ZF. While this is an
interesting result, and the fact it is backed by a fully formalized
proof is very impressive, this requires one to work in the radi-
cally different world of IZF, where it is difficult to express meta-
reasoning about the expressiveness of the language. For this rea-
son we prefer to stay inside classical set theory ZF, but we change
the interpretation of Prop to be some topological space. The open
sets of a topological space form a Heyting algebra. Heyting alge-
bras are used when constructing models of intuitionistic logic, but
usually their elements are not understood as sets. In our model,
proofs shall be interpreted as elements of denotations of propo-
sitions, hence these denotations must be sets, and the order must
be set inclusion. Using topological spaces solves this problem.
Despite the fact that the interpretation of Prop is many valued, we
avoid Reynolds’ paradox by making the interpretation of proofs
undistinguished. Due to proof-irrelevance, this model still vali-
dates some propositions that are not provable, hence this model
does not reach completeness yet. However this is sufficient to
exclude many classical propositions such as the principle of ex-
cluded middle P∨¬P or the linearity axiom (P→ Q)∨ (Q→ P).
Note that, to make the model coherent, we had to slightly restrict
the type system CCω, in particular not allowing propositions to be
parametrized by proofs, and we named it CCω̄ (read CC-omega-
minus). We believe the scope is still sufficient to make this model
practical, but hope to remove these restrictions in the future.

This model is parametrized by a topological space (X,O(X))
and a point p ∈ X, which is called the reference point *1. By re-
placing the parameters of the model, we can make it more or less
precise. For instance if its parameters are the topological space
({·}, {∅, {·}}) and the reference point ‘·’, we obtain a model of clas-
sical logic, which is the coarsest one. It suffices to add one more
point and shift the reference point to invalidate the principle of
excluded middle.

*1 Our proof of soundness requires this reference point to satisfy a condi-
tion, which is called the point condition.
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In Section 2, we define the language of the type system CCω̄. In
Section 3, we give our set-theoretical interpretation of CCω̄, and
prove its soundness. In Section 4, we show some applications of
this model. For instance, we show that the excluded middle can-
not be derived from the linearity axiom in CCω̄. In Section 5, we
analyze how we avoid Reynolds’ paradox.

2. Definition of CCω̄

We define the type system CCω̄ as follows.
Definition 2.1 (Term). Let V be an infinite set of variables.

• For all x ∈ V, x is a term with free variables fv(x) = {x}.
• If t1 and t2 are terms, then t1 t2 is a term with free variables

fv(t1) ∪ fv(t2).
• If t and T are terms, and x ∈ V then, λx : T.t is a term with

free variables fv(T ) ∪ (fv(t) \ {x}).
• If T1 and T2 are terms, and x ∈ V then ∀x : T1.T2 is a term

with free variables fv(T1) ∪ (fv(T2) \ {x}).
• Prop, Typei are terms (i = 1, 2, 3, . . .) with free variables ∅.

Prop and Typei are called sorts. Prop is called the impredica-
tive sort and it represents the type of all propositions.
Definition 2.2 (Context).
• [] is a context with domain dom([]) = ∅.

• If Γ is a context, and T is a term and x ∈ V \ dom(Γ), then

Γ; (x : T ) is a context with domain dom(Γ) ∪ {x}.
We show the typing rules of CCω̄ in Table 1. They are

Table 1 Typing rules of CCω̄.

[] � Prop : Type1 (Axiom)

[] � Typei : Typei+1

Γ � A : s x � dom(Γ)

Γ; (x : A) � x : A
(Variable)

Γ � t : T Γ � A : s x � dom(Γ)

Γ; (x : A) � t : T
(Weakening)

Γ � A : Typei

Γ � A : Typei+1
(Subtyping)

Γ � A : Typei Γ; (x : A) � B : Type j

Γ � ∀x : A.B : Typemax(i, j)
(PI − Type)

Γ � A : Prop Γ; (x : A) � B : Type j

Γ � ∀x : A.B : Type j

Γ � A : Typei Γ; (x : A) � B : Prop

Γ � ∀x : A.B : Prop

Γ � A : Prop Γ � B : Prop x � fv(B)

Γ � ∀x : A.B : Prop

Γ; (x : A) � t : B Γ � ∀x : A.B : s

Γ � λx : A.t : ∀x : A.B
(Abstract)

Γ � u : ∀x : A.B Γ � v : A

Γ � u v : B[x\v] (Apply)

Γ � t : A Γ � B : s A =β B

Γ � t : B
(BetaEquality)

standard, except that we restricted the PI-Type rule in the case
A : Prop and B : Prop, and removed the subtyping rule from Prop
to Type. The unrestricted Prop-Prop PI-Type rule creates diffi-
culties when building an intuitionistic model, and if we do not
remove the subtyping rule it becomes possible to use the Prop-
Type case of the PI-Type rule in place of the restricted Prop-
Prop case, which would make the model incoherent. We believe
these restrictions are reasonable, as the proof component is sel-
dom used in the PI-Type rule, with the notable exception of the
generic statement of proof-irrelevance. Since the Type-Prop case
of the PI-Type rule is unfettered, one can still write propositions
parametrized over terms, types, or propositions (hence the im-
predicativity). Removing the subtyping between Prop and Type
does not change the expressive power, as it is still possible to ex-
plicitly duplicate properties using Type to Prop. We hope to solve
these problems in the future, and allow the standard typing rules.

In Table 1, the metavariable s denotes a sort, =β denotes beta

equality and B[x\v] denotes substitution. Here are their defini-
tions.
Definition 2.3 (Substitution). Let t and v be terms and x be a

variable. The substitution t[x\v], which means v replaces x in t,

is defined inductively as follows:

(i) If y is a variable, then y[x\v] =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
v (y = x)

y (otherwise),
(ii) (t1t2)[x\v] = (t1[x\v])(t2[x\v]),

(iii) (λx′ : T.t′)[x\v] = λx′ : (T [x\v]).t′[x\v]
when x′ � fv(v) ∪ {x},

(iv) (∀x′ : T1.T2)[x\v] = ∀x′ : (T1[x\v]).(T2[x\v])
when x′ � fv(v) ∪ {x},

(v) (Prop)[x\v] = Prop,

(vi) (Typei)[x\v] = Typei (i = 1, 2, 3, . . .).
Definition 2.4 (Beta Equality). Let =β be the smallest equiva-

lence relation such that the following conditions hold.

(i) (λx : A.t) a =β t[x\a].
(ii) If t1 =β t′1 and t2 =β t′2, then t1t2 =β t′1t′2.

(iii) If t =β t′ and A =β A′, then λx : A.t =β λx : A′t′.
(iv) If A =β A′ and B =β B′, then ∀x : A.B =β ∀x : A′B′.

Definition 2.5 (Relaxed Beta Equality). Let 
β be the smallest

equivalence relation such that the following conditions hold.

(i) ∼ (iv) as in Definition 2.4.

(v) Typei 
β Type j for any i, j.

Lemma 2.6 (Uniqueness of Typing). If Γ � t : A and Γ � t : B

are derivable, then A 
β B.

Lemma 2.7 (Substitution). If Γ � u : U and Γ; (x : U);Δ � t : T

are derivable then Γ;Δ[x\u] � t[x\u] : T [x\u] is also derivable.

Lemma 2.8 (Weakening). If Γ1;Γ2 � t : T is derivable, then

Γ1;Δ; Γ2 � t : T is also derivable when Γ1;Δ;Γ2 is well-formed,

i.e., when Γ1;Δ; Γ2 � Prop : Type1 is derivable.

In CCω̄, propositions are types which belong to the impred-
icative sort Prop, and proofs are terms of types which repre-
sent propositions. Next, we give a definition of propositions and
proofs as follows. Rather than introducing an explicitly sorted
type system like in Ref. [10], we will prove that these definitions
are stable under substitution, weakening, and reduction, so that
we can safely use them when defining our interpretation.
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Definition 2.9.
(1) Propositional Term

The term P is called a propositional term for Γ iff Γ � P :
Prop is derivable.

(2) Proof Term

The term p is called a proof term for Γ iff Γ � p : P is deriv-

able for some P which is a propositional term for Γ. P is

then called a Provable Propositional Term for Γ.

Lemma 2.10 (Proof and propositional terms).
(i) We assume that P1 and P2 are well typed under the same

context Γ. If P1 is a propositional term for Γ and P1 =β P2,

then P2 is also a propositional term for Γ.

(ii) We assume that p1 and p2 are well typed under the same

context Γ. If p1 is a proof term for Γ and p1 =β p2, then p2

is also a proof term for Γ.

(iii) We assume that Γ � u : ∀x : A.B and Γ � v : A are deriv-

able. If u is a proof term for Γ, then u v is also a proof term

for Γ.

(iv) If t is a proof term for Γ; (x : A) and λx : A.t is well typed

under Γ, then λx : A.t is also a proof term for Γ.

Thanks to our restriction on the subtyping rule, Lemma 2.10
(i) holds. If we were to assume the following rule

Γ � A : Prop
Γ � A : Typei

the above lemma would not hold. Specifically, for A a proposi-
tional term for Γ, (λT : Typei.T ) A would be typable, but not a
propositional term for Γ despite (λT : Typei.T ) A =β A. Since
the interpretation of a term is going to depend on whether it is
propositional or not, this would make our model incoherent.

Proof terms and propositional terms are preserved under sub-
stitution. The following lemma expresses this fact.
Lemma 2.11. If p is a proof (resp. propositional) term for the

context Γ; (x : U);Δ and Γ � u : U is derivable, then p[x\u] is a

proof (resp. propositional) term for the context Γ;Δ[x\u].
Lemma 2.12. If p is a proof (resp. propositional) term for the

context Γ1;Γ2, then p is a proof (resp. propositional) term for the

context Γ1;Δ;Γ2 when Γ1;Δ; Γ2 is well formed *2.

The function PTΓ,x(A, B) maps two types into the string sym-
bols {PP,TP,T}. Its goal is to discriminate cases of ∀x : A.B to
give them different interpretations.
Definition 2.13 (Product Type). We assume that Γ � A : s1 and

Γ; (x : A) � B : s2 are derivable where s1, s2 are sorts.

PTΓ,x(A, B) :=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

PP (s1, s2) = (Prop, Prop)

TP (s1, s2) = (Typei, Prop)

T s2 = Typei

Thanks to uniqueness of typing in Lemma 2.6, the function
PTΓ,x(A, B) is well defined. Again, PTΓ,x(A, B) is stable under
substitution and weakening.
Lemma 2.14.

(i) If A and B are typable under Γ; (x:U);Δ, and Γ � u : U,

then PT(Γ;(x:U);Δ),a(A, B) = PT(Γ;Δ[x\u]),a(A[x\u], B[x\u])
holds.

*2 A context Γ is called well formed iff Γ � Prop : Type1 is derivable.

(ii) If A and B are typable under Γ1;Γ2 and Γ1;Δ; Γ2, then

PT(Γ1;Δ;Γ2),a(A, B) = PT(Γ1;Γ2),a(A, B) holds.

Proof. (i) When PTΓ;(x:U);Δ,a(A, B) = PP, A is a proposition
for (Γ; (x : U);Δ) and B is a proposition for (Γ; (x : U);Δ).
By Lemma 2.11, A[x\u] is a proposition for (Γ;Δ[x\u])
and B[x\u] is also a proposition for (Γ;Δ[x\u]). Hence the
statement holds in this case. When PTΓ;(x:U);Δ,a(A, B) =
TP, Γ;Δ[x\u] � A[x\u] : Typei is derivable for some i.
By Lemma 2.6 and the fact Prop �β Typei, the statement
holds in this case. The remaining case is similar.

(ii) It is clearly proved by applying the result of (i) in this
lemma, since variables in Δ do not appear in Γ2 and terms
A and B.

�

Lastly, here are some notations allowing to use other logical
symbols [3].
Definition 2.15.

A→ B := ∀x : A.B (when x � f v(B)),

⊥ := ∀P : Prop.P,

¬A := A→ ⊥,
A ∧ B := ∀P : Prop.(A→ B→ P)→ P,

A ∨ B := ∀P : Prop.(A→ P)→ (B→ P)→ P,

∃x : A.Q := ∀P : Prop.(∀x : A.(Q→ P))→ P,

A↔ B := (A→ B) ∧ (B→ A),

x =A y := ∀Q : (A→ Prop).Q x↔ Q y.

3. Interpretation

3.1 Lattice
Several interpretations of type theory have been proposed such

as using ω-sets [8] or coherent spaces [6]. In this paper, we use
Heyting algebras [9], [13] for propositions. Heyting algebras pro-
vide models of intuitionistic logic. The open sets of a topologi-
cal space can be given the structure of a Heyting algebra (see
Lemma 3.2), and as such provide models of intuitionistic logic
too [13]. We give a definition of lattice and Heyting algebra as
follows.
Definition 3.1 (Lattice). Let (A,≤) be a partially ordered set (i.e.,

reflexive, antisymmetric, and transitive). (A,≤) is called a Lattice

when any two elements a and b of A have a supremum ‘a�b’ and

an infimum ‘a � b’, which are called join and meet *3. A lattice is

also called a complete lattice if every subset S of A has a supre-

mum ‘
⊔

S ’ and an infimun ‘
�

S ’. We write a minimum element

O :=
⊔
∅ and a maximum element I :=

�
∅. If a lattice has an

exponential operator ab such that

x ≤ zy ⇔ x � y ≤ z

holds, then we call it a Heyting Algebra.

The following lemma shows that topological spaces are com-
plete Heyting algebras.

*3 We use the lattice operation symbols join ‘�’ and meet ‘�’ instead of ‘∨’
and ‘∧’, since we use the latter as logical symbols.
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Lemma 3.2. Any topological space (X,O(X)) is a Heyting alge-

bra, moreover it is a complete lattice.

Proof. Let a ≤ b be a ⊂ b, and define each operation as follows:

I := X,

O := ∅,⊔
S :=

⋃
S ,

�
S :=

⊔
{t | ∀s ∈ S , t ≤ s} =

(⋂
S
)◦

(where A◦ is the interior o f A),

ba :=
⊔
{t | t � a ≤ b}.

�

The following lemma states well known properties of complete
Heyting algebras.
Lemma 3.3. Let (A,≤) be a complete Heyting algebra. Then the

following conditions hold.

(xb)a = xa�b, (1)
�
{tta | t ∈ A} = a, (2)

xa � xb = xa�b, (3)
�
{at | t ∈ S } = a

⊔
S , (4)

�
∅ = 1, (5)

x ≤ xy, (6)

xy � yx = 1⇒ x = y, (7)
�

S = 1⇒ ∀a ∈ S , a = 1. (8)

3.2 Preparation of the Interpretation
Let p, which is called the reference point, be some point of the

topological space (X,O(X)) such that the following condition
⋂
U(p) is an open set

holds whereU(p) is the set of all open sets which contain p. We
will parametrize our model with O(X) and p. Let us call this con-
dition the point condition. It becomes necessary when proving
soundness.
Definition 3.4 (Dependent Function). Let A be a set, and B(a)
be a set with parameter a ∈ A. We define the set of dependent

functions as follows
∏
a∈A

B(a) := { f ⊂
∐
a∈A

B(a) | ∀a ∈ A,∃!b ∈ B(a), (a, b) ∈ f }

that is the set of functions whose graphs are included in
∐
a∈A

B(a) := {(x, y) ∈ A ×
⋃
a∈A

B(a) | y ∈ B(x)}.

Next, we introduce Grothendieck universes, which are closed
under dependent-function construction, and which we will use to
interprete Typei.
Definition 3.5. Let α be an ordinal. We define Vα as follows

V0 = ∅,

Vα+1 = P(Vα),

Vα =
⋃
β<α

Vβ (when α is a limit ordinal).

We define a universeU(i) as follows

U(i) = Vλi ,

where λi is the i-th inaccessible cardinal.

The following lemma is necessary when proving soundness.
Lemma 3.6.

(i) A ∈ U(i) implies P(A) ∈ U(i)
(ii) A ∈ U(i) implies A ⊂ U(i)

(iii) A ∈ U(i) and B(a) ∈ U(i) for all a ∈ A imply
∏
a∈A

B(a) ∈
U(i).

(iv) U(i) ∈ U(i + 1)
(v) U(i) ⊂ U(i + 1)

(vi) x ∈ U(i) and y ∈ x imply y ∈ U(i)
(vii) x ∈ U(i) and y ⊂ x imply y ∈ U(i)

3.3 Interpretation of the Judgments
In this model, a type T is interpreted into a set [[T ]], and a con-

text x1 : T1; x2 : T2; · · · ; xn : Tn is interpreted into a dependent
tuple; in particular, when there are no dependent types in the con-
text, it is a tuple in [[T1]] × [[T2]] × · · · × [[Tn]].

First, we define the (partial) interpretation of contexts [[−]],
judgments [[− � −]] and strict judgments [[− � −]]′ by mutual
recursion as follows.
Definition 3.7 (interpretation). Let (X,O(X)) be a topological

space such that X ∈ U(1), and p be a reference point of X satis-

fying the point condition.

(i) Definition of the strict-interpretation of a judgment [[Γ �
A]]′

[[Γ � A]]′(γ) =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

[[Γ � A]](γ) ∩ {p}
(A is a propositional term for Γ)

[[Γ � A]](γ) (otherwise)

(ii) Definition of the interpretation of a context [[Γ]]

[[[]]] := {()}
[[Γ; (x : A)]] := {(γ, α) | γ ∈ [[Γ]] and α ∈ [[Γ � A]]′(γ)}

=
∐
γ∈[[Γ]]

[[Γ � A]]′(γ)

where () represents the empty sequence.

(iii) Definition of the interpretation of a judgment [[Γ � t]]
If t is a proof term for Γ, then its interpretation is the refer-

ence point.

[[Γ � t]](γ) := p

Otherwise, if Γ � t : T is derivable and T is not a proposi-

tion for Γ, we follow the definition in Table 2.

For simplicity, we write [[T ]] for [[[] � T ]](), when the context is

empty.

When defined, the interpretation of a context [[Γ]] is a set of
sequences γ whose length is the length of Γ, and [[Γ � t]] is
a function whose domain is [[Γ]], and which returns some set
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Table 2 Interpretation of judgments.

[[Γ � Typei]](γ) := U(i)
[[Γ � Prop]](γ) := O(X)

[[Γ � ∀x : A.B]](γ) :=⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
[[Γ � B]](γ)

)[[Γ�A]](γ)

(when PTΓ,x(A, B) = PP)

�
{[[Γ; (x : A) � B]](γ, α) | α ∈ [[Γ � A]](γ)}

(when PTΓ,x(A, B) = TP)

∏
α∈[[Γ�A]]′(γ)

[[Γ; (x : A) � B]](γ, α)

(when PTΓ,x(A, B) = T)
[[Γ � λx : A.t]](γ) :={(

α, [[Γ; (x : A) � t]](γ, α)
) | α ∈ [[Γ � A]]′(γ)

}

[[Γ � u v]](γ) := [[Γ � u]](γ)
(
[[Γ � v]](γ)

)

[[(x1 : T1); · · · ; (xn : Tn) � xi]](γ1, · · · , γn) := γi

[[Γ � t]](γ) — soundness will tell us that if Γ � t : T , then
[[Γ � t]](γ) ∈ [[Γ � T ]](γ). We choose to interprete all proof
terms by the reference point p, which represents (absolute) truth.
However, for this to make sense from a Heyting algebra point of
view, we need all proofs in the valuation γ to be also true, i.e.,
to be p. Hence we use the strict-interpretation to define contexts,
which ensures exactly that property. Concerning Table 2, most
cases are similar to Werner’s interpretation, so we only explain
the interpretation of ∀x : A.B. There are three cases, according
to the result of PTΓ,x(A, B). When PTΓ,x(A, B) = PP, the inter-
pretation of [[Γ � ∀x : A.B]] represents the logical implication
A ⇒ B. We use the Heyting algebra representation of this impli-
cation. Here we assume that x does not appear in B, thanks to our
restriction. Otherwise we would need to build the interpretation
of [[Γ; (x : A) � B]](γ, p), but this requires that p ∈ [[Γ � A]](γ),
which is not always true. When PTΓ,x(A, B) = TP the interpre-
tation of [[Γ � ∀x : A.B]] represents universal quantification, and
again we use the infinite meet operator of the complete Heyting
algebra to express it. In the last case only the representation be-
comes a set theoretical dependent function. Note that while we
intend our interpretation to be total on well-typed terms, until
soundness is proved we must assume that the intepretation of ap-
plication is partial, since the interpretation of u might not be a
function graph, and the interpretation of v could be outside of its
domain.

We start with the weakening and substitution lemmas. They
show that our interpretation is well behaved.
Lemma 3.8 (interpretation of weakening). The following equa-

tion holds

[[Γ � t]](γ) = [[Γ;Δ � t]](γ, δ)

when both sides are well defined.

Proof. If t is a proof term, it is clear by Lemma 2.12. If t is not
a proof term, it is proved by induction on the term t. The subtle
point is the case of PI-Type. However the value of PTΓ,x(A, B) is
invariant by Lemma 2.14 (ii). �

Our substitution lemma is similar to those in Refs. [14] and
[10].
Lemma 3.9 (interpretation of substitution). We assume Γ � u : U

is derivable. If Γ; (x : U);Δ is well formed and

(γ, [[Γ � u]](γ), δ) ∈ [[Γ; (x : U);Δ]]

holds (with all interpretations defined), then

(γ, δ) ∈ [[Γ;Δ[x\u]]]

holds. Moreover, in

[[Γ; (x : U);Δ � t]](γ, [[Γ � u]](γ), δ)
= [[Γ;Δ[x\u] � t[x\u]]](γ, δ)

the right hand side is defined whenever the left hand side is, and

the equation holds for all t and T such that Γ; (x : U);Δ � t : T is

derivable.

Proof. If t is a proof term, it is clear by Lemma 2.11. It t is
not a proof term, it is provable by induction on term t by using
Lemmas 3.8 and 2.14 (i) in the same way as Ref. [10]. �

Finally we prove the following theorem about the interpreta-
tion of logical symbols in Definition 2.15. It demonstrates the
validity of the interpretation.
Theorem 3.10 (interpretation of logical symbols).

(i) [[Γ � ⊥]] = ∅
(ii) [[Γ � A ∧ B]](γ) = ([[Γ � A]](γ)) � ([[Γ � B]](γ))

(iii) [[Γ � A ∨ B]](γ) = ([[Γ � A]](γ)) � ([[Γ � B]](γ))
(iv) [[Γ � ∃x : A.Q]](γ)

=
⊔

α∈[[Γ�A]](γ)

[[Γ; (x : A) � Q]](γ, α)

(v) [[Γ � A↔ B]](γ) = X ⇒ [[Γ � A]](γ) = [[Γ � B]](γ)
(vi) [[Γ � x =A y]](γ) = X ⇒ [[Γ � x]](γ) = [[Γ � y]](γ)

Proof. Let a, b, q(α) be

a := [[Γ � A]](γ)

b := [[Γ � B]](γ)

q(α) := [[Γ; (x : A) � Q]](γ, α).

By using Lemma 3.3 and Lemma 3.8 we have the followings:
(i) For [[Γ � ⊥]] = ∅.

[[Γ � ⊥]](γ)
= [[Γ � ∀P : Prop.P]](γ)

=
�
{[[Γ; (P : Prop) � P]](γ, x) | x ∈ [[Γ � Prop]](γ)}

=
�
{x|x ∈ O(X)}

= ∅

(ii) For [[Γ � A ∧ B]](γ) = ([[Γ � A]](γ)) � ([[Γ � B]](γ)).

[[Γ � A ∧ B]](γ)
= [[Γ � ∀P : Prop.(A→ (B→ P))→ P]](γ)

=
�
{x(xb)a | x ∈ O(X)}

=
�
{xxa�b | x ∈ O(X)} (by Lemma 3.3 (1))

= a � b (by Lemma 3.3 (2))
= [[Γ � A]](γ) � [[Γ � B]](γ)
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(iii) For [[Γ � A ∨ B]](γ) = ([[Γ � A]](γ)) � ([[Γ � B]](γ)).

[[Γ � A ∨ B]](γ)
= [[Γ � ∀P : Prop.(A→ P)→ ((B→ P)→ P)]](γ)

=
�
{(xxb

)xa | x ∈ O(X)}
=
�
{xxa�xb | x ∈ O(X)} (by Lemma 3.3 (1))

=
�
{xxa�b | x ∈ O(X)} (by Lemma 3.3 (3))

= a � b (by Lemma 3.3 (2))
= [[Γ � A]](γ) � [[Γ � B]](γ)

(iv) For [[Γ � ∃x : A.Q]](γ) =
⊔

α∈[[Γ�A]](γ)

[[Γ; (x : A) � Q]](γ, α).

[[Γ � ∃a : A.Q]](γ)
= [[Γ � ∀P : Prop.(∀a : A.(Q→ P)→ P]](γ)

=
�
{x�{xq(α) | α∈a} | x ∈ O(X)}

=
�
{xx

⊔{q(α) | α∈a} | x ∈ O(X)}
(by Lemma 3.3 (4))

=
⊔
{q(α) | α ∈ a} (by Lemma 3.3 (2))

=
⊔

α∈[[Γ�A]](γ)

[[Γ; (a : A) � Q]](γ, α)

(v) For [[Γ � A↔ B]](γ) = X ⇒ [[Γ � A]](γ) = [[Γ � B]](γ).

[[Γ � A↔ B]](γ)

= [[Γ � A→ B]](γ) � [[Γ � B→ A]](γ)

= ab � ba

Hence we have a = b by Lemma 3.3 (7) since ab � ba = X.
(vi) For [[Γ � x =A y]](γ) = X ⇒ [[Γ � x]](γ) = [[Γ � y]](γ).

[[Γ � x =A y]](γ)
= [[Γ � ∀Q : (A→ Prop).Q x↔ Q y]](γ)

=
�

f :a→O(X)

[[Γ; (Q : A→ Prop) � Q x↔ Q y]](γ, f )

Since [[Γ � x =A y]](γ) = X and Lemma 3.3 (8), we have
the following fact:

∀ f : a→ O(X),
[[Γ; (Q : A→ Prop) � Q x↔ Q y]](γ, f ) = X

Therefore we have f ([[Γ � x]](γ)) = f ([[Γ � y]](γ)) for any
function f : a→ O(X). Hence, the statement holds.

�

3.4 Soundness
We are now ready to prove the soundness of this type system.

Theorem 3.11 (soundness). We assume γ ∈ [[Γ]].
(1) If t1 =β t2, and Γ � t1 : T,Γ � t2 : T are derivable, then

[[Γ � t1]](γ) = [[Γ � t2]](γ) when both sides are well defined.

(2) If Γ � t : T is derivable, then [[Γ � t]](γ) ∈ [[Γ � T ]](γ).

Proof.

(1) If t1 is a proof term, then t2 is also a proof term by
Lemma 2.10, hence the statement holds. If not, it is suffi-
cient that [[Γ � (λx : U.t) u]](γ) = [[Γ � t[x\u]]](γ). By using
Lemma 3.9,

[[Γ � (λx : U.t) u]](γ)

= [[Γ � λx : U.t]](γ)
(
[[Γ � u]](γ)

)
= [[Γ; (x : U) � t]](γ, [[Γ � u]](γ))

= [[Γ � t[x\u]]](γ)

Hence, the statement holds.
(2) This is proved by induction on the Typing Rules in Ta-

ble 1. For details, see Appendix A.1. We must be care-
ful in the case of Abstraction, i.e., T = ∀x : A.B and
PTΓ,x(A, B) = TP. To prove the soundness, we need the
following equation

[[Γ � ∀x : A.B]](γ)

=
⋂
{[[Γ; (x : A) � B]](γ, α)|α ∈ [[Γ � A]](γ)}.

This equation does not hold in general, however we can ob-
tain it by assuming the point condition at p.

�

Corollary 3.12. If P is a provable propositional term for Γ, then

∀γ ∈ [[Γ]], p ∈ [[Γ � P]](γ)

holds.

4. Application

Let us compare Werner’s classical model with our intuitionistic
model on some simple cases.

4.1 Classical Model
We start with the simplest case. Let the topological space be

the simplest one, which is the trivial topological space with its
base set the singleton {a}.

X := {a}
O(X) := {∅, {a}} ≡ {0, 1}
p := a

This coincides with Werner’s Model [14]. However this model is
so coarse that it represents classical logic, since the principle of
excluded middle holds.

a ∈ [[∀P : Prop.P ∨ ¬P]] =
�

o∈O(X)

o ∨ ¬o = 1.

If we want to be more discriminating, we need more open sets
in O(X).

4.2 Models Disproving Excluded Middle
Now, let us consider the next simplest topological space. To

do this, we add a new point ‘b’ and a new open set {a, b} into the
topological space.

X := {a, b},
O(X) := {∅, {a}, {a, b}} ≡ {0, 1, 2},
p := b.

Although this model stays simple, its topological space is fine
enough to avoid the principle of excluded middle, since the fol-
lowing statement holds.

b � [[∀P : Prop.P ∨ ¬P]] = 1.
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Table 3 Value of xy for X = {a, b}.
xy 0 1 2
0 2 0 0
1 2 2 1
2 2 2 2

Table 4 Value of xy for X = {a, b, x}.
xy ∅ α β γ X
∅ X ∅ ∅ ∅ ∅

α X X α α α

β X β X β β

γ X X X X γ

X X X X X X

This statement is derived by using the following equations.

¬0 = 2 ¬1 = 0 ¬2 = 0

By our soundness theorem, this proves that the principle of ex-
cluded middle cannot be deduced in CCω̄.

Yet this model is not fully intutionistic as the linearity axiom
(P → Q) ∨ (Q → P) holds, since we have the following fact by
Table 3.

[[∀P : Prop.∀Q : Prop.(P→ Q) ∨ (Q→ P)]]

=
�

o1 ,o2∈O(X)

oo2
1 ∨ oo1

2

= 2.

This is actually interesting because it shows that we can use this
model to prove non trivial facts, for instance that the excluded
middle cannot be deduced from the linearity axiom in CCω̄. In-
deed,

[[(∀P : Prop.∀Q : Prop.(P→ Q) ∨ (Q→ P))
→ (∀P : Prop.P ∨ ¬P)]] = 1.

By our soundness theorem, this equation means that there is no
term proving the above implication in CCω̄.

By adding more elements we can refine the model further. Let

X := {a, b, x}
O(X) := {∅, {a}, {b}, {a, b}, {a, b, x}}

≡ {∅, α, β, γ, X},
p := x.

In this model, (P → Q) ∨ (Q → P) does not hold, since we have
the following fact by Table 4.

x � [[∀P : Prop.∀Q : Prop.(P→ Q) ∨ (Q→ P)]] = γ

5. Reynolds’ Paradox

There is a problem when expanding the set theoretical model,
which is called Reynolds’ paradox [11]. Basically Reynolds’
paradox says that if the interpretation of an impredicative sort
has more than one element, it causes a cardinality paradox in the
set theoretical model. This seems to be in contradiction with our
model, so in this section we will analyze its assumptions.

5.1 Outline of the Paradox
Let J be an impredicative sort, i.e., if Γ � A : s and Γ; (x : A) �

B : J are derivable for any sort s then Γ � ∀x : A.B : J is derivable.

We assume that there exists a type B whose sort is J such that [[B]]
has at least two elements, i.e.,

� B : J and �[[B]] ≥ 2.

In Ref. [11] Reynolds says that the existence of such a term B

causes a paradox in set-theoretical models. First, we define the
category SetsJ and the endofunctor T of SetsJ.
Definition 5.1.
• Let SetsJ be a category with:

– Obj(SetsJ) := {[[P]] | � P : J is derivable }
– Hom([[P1]], [[P2]]) := [[P1]]→ [[P2]]

= { f | f is a function from [[P1]] to [[P2]]}
• Let T be a endofunctor of SetsJ with

– T ([[P]]) := ([[P]]→ [[B]])→ [[B]]
– T (ρ) := h ∈ T ([[P1]]) �→ {(g, h(g ◦ ρ))|g ∈ [[P2]]→ [[B]]}

where ρ ∈ [[P1]]→ [[P2]]
The paper [11] claims the following lemma:

Lemma 5.2.
• ∃u ∈ Obj(SetsJ),∃H ∈ Hom(Tu, u) s.t.

∀s ∈ Obj(SetsJ),∀ f ∈ Hom(T s, s),∃!ρ ∈ Hom(u, s) s.t.

following diagram commutes.

Tu
Tρ−−−−−−→ T s

H

⏐⏐⏐⏐⏐�
⏐⏐⏐⏐⏐� f

u
ρ−−−−−−→ s

• Tu and u are equivalent, i.e., Tu � u.

By definition of endofunctor T , �[[B]] ≥ 2 implies Tu and u

have different cardinalities in spite of Tu and u being isomorphic.
Therefore, the existence of a type B of impredicative sort such
that �[[B]] ≥ 2 causes a paradox.

5.2 Avoiding the Paradox
In CCω̄, we have an impredicative sort Prop, and there is a type

B of Prop such that �[[B]] ≥ 2. However, this doesn’t cause a para-
dox. In fact, to prove the existence of a function H ∈ Tu → u,
Reynolds constructs a term t of type ((P → B) → B) → P in
the proof of lemma 2 in Ref. [11], where P is a type such that
[[P]] = u. If [[(P → B) → B]] were interpreted as a set theoreti-
cal function space, it would cause a paradox in cardinality since
(P → B) → B � P by Lemma 5.2 and �[[B]] ≥ 2. However in
our model [[(P → B) → B]] is not a function space, i.e., it is not
([[P]]→ [[B]])→ [[B]], but just some open set of (X,O(X)):

[[(P→ B)→ B]] = [[B]][[B]][[P]] ∈ O(X)

since both P and B are propositional terms. Thus this discussion
moves to the Heyting algebra part of the model where we need
not fear such paradox.

6. Future Work

There are still three remaining questions we would like to an-
swer in the future: whether the point condition is really needed
to prove soundness; whether we can handle full CCω, without our
restrictions on the type system, or even CIC, including inductive
types; and how close to completeness is our model.
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The point condition is very restrictive. It seems to require p

to be an isolated point. Hence we would like to remove it to al-
low a wider variety of models. In fact we have not found any
counterexample when removing the point condition, up to now.

We would also like to lift the restrictions on the PI-Type rule,
which prohibits statements about proofs, and on the subtyping
rule. They come from the fact that, in the interpretation of con-
texts, we use the strict interpretation, which restricts all propo-
sitional terms to either ∅ or the singleton {p}, so that we cannot
build an element when the non-strict interpretation, while being
non-empty, does not contain p. We have been considering sev-
eral approaches to overcome this problem, with some success.
While we are confident that this can be achieved, this seems to
require more restrictions on the topological spaces one could use
as model of propositions. We shall then consider adding induc-
tive types (and their elimination schemes) to that more expressive
interpretation.

While this model rejects the excluded middle, it still admits
proof-irrelevance
∀t1, t2, (t1, t2 is proof term for Γ)

⇒ [[Γ � t1]](γ) = [[Γ � t2]](γ).
Since the existence of t such that following condition
Γ; (p1 : P); (p2 : P) � t : p1 =P p2

(where Γ � P : Prop is derivable)
holds is not provable in general, this means that our model is not
complete with respect to CCω̄. We are now investigating whether
completeness can be stated with respect to CCω̄ extended with
some axioms.

References

[1] Aczel, P. and Rathjen, M.: Notes on constructive set theory (2008).
[2] Barendregt, H.: Introduction to generalized type systems, Journal of

Functional Programming, Vol.1, No.2, pp.125–154 (1991).
[3] Barendregt, H.: Handbook of Logic in Computer Science (Vol.2),

chapter 2: Lambda calculus with types, Oxford University Press, Inc.
(1992).

[4] Barras, B.: Sets in Coq, Coq in Sets, Journal of Formalized Reason-
ing, Vol.3, No.1, pp.29–48 (2010).

[5] Coquand, T. and Huet, G.: The calculus of constructions, Information
and Computation, Vol.76, No.2, pp.95–120 (1988).

[6] Girard, J.-Y.: Proofs and types, Cambridge University Press (1989).
[7] Jacobs, B.: Categorical Logic and Type Theory, Studies in Logic and

the Foundations of Mathematics, Vol.141, Elsevier (2001).
[8] Luo, Z.: A higher-order calculus and theory abstraction, Information

and Computation, Vol.90, No.1, pp.107–137 (1991).
[9] MacLane, S. and Moerdijk, I.: Sheaves in geometry and logic: A first

introduction to topos theory, Springer (1992).
[10] Miquel, A. and Werner, B.: The not so simple proof-irrelevant model

of CC, Types for Proof and Programs, Springer LNCS, Vol.2426,
pp.240–258 (2003).

[11] Reynolds, J.: Polymorphism is not set-theoretic, Semantics of Data
Types, Springer LNCS, Vol.173, pp.145–156 (1984).

[12] Univalent Foundations Program: Homotopy Type Theory: Univalent
Foundations of Mathematics, available from
〈http://homotopytypetheory.org/book〉, Institute for Advanced Study
(2013).

[13] van Dalen, D.: Intuitionistic logic, Handbook of Philosophical Logic,
Vol.III, pp.225–339 (1984).

[14] Werner, B.: Sets in types, types in sets, Theoretical aspects of com-
puter software, Springer LNCS, Vol.1281, pp.530–546 (1997).

Appendix

A.1 Proof of Soundness

Theorem 3.11 (2). We assume that p is a reference point.
(1) Case of Axiom

[[Γ � Prop]](γ) ∈ [[Γ � Typei]](γ) is clear. Similarly,
[[Γ � Typei]](γ) ∈ [[Γ � Typei+1]](γ) is also clear.

(2) Case of Weakening
It is clear by Lemma 3.8.

(3) Case of Subtyping
The fact that [[Γ � A]](γ) ∈ [[Γ � Typei]](γ) implies [[Γ �
A]](γ) ∈ [[Γ � Typei+1]](γ) is clear.

(4) Case of PI-Type
We will show the fact that

(∀γ, α, [[Γ � A]](γ) ∈ [[Γ � s1]](γ)

∧ [[Γ; (x : A) � B]](γ, α) ∈ [[Γ; (x : A) � s2]](γ, α)
)

⇒ (∀γ, [[Γ � ∀x : A.B]](γ) ∈ [[Γ � s3]](γ)).

There are three cases as follows.
• PTΓ,x(A, B) = T

By definition of the interpretation of judgment, the follow-
ing equation

[[Γ � ∀x : A.B]](γ) =
∏

α∈[[Γ�A]]′(γ)

[[Γ; (x : A) � B]](γ, α)

holds. There are the following two cases:
– A is not a propositional term for Γ

Since [[Γ � A]](γ) ∈ U(i), [[Γ; (x : A) � B]](γ, α) ∈
U( j) for any γ, α and Lemma 3.6 (iii), we have

∏
α∈[[Γ�A]](γ)

[[Γ; (x : A) � B]](γ, α) ∈ U(max(i, j)).

– A is a propositional term for Γ
Since [[Γ � A]]′(γ) ∈ U( j), [[Γ; (x : A) � B]](γ, α) ∈
U( j) for any γ, α and Lemma 3.6 (iii), we have

∏
α∈[[Γ�A]]′(γ)

[[Γ; (x : A) � B]](γ, α) ∈ U( j).

Hence, the statement holds.
• PTΓ,x(A, B) = TP

It is clear since [[Γ � ∀x : A.B]](γ) is an open set by defini-
tion of the interpretation of judgment.

• PTΓ,x(A, B) = PP

It is clear since [[Γ � ∀x : A.B]](γ) is an open set by defini-
tion of the interpretation of judgment.

(5) Case of Abstraction
We will show the fact that

(∀γ, α, [[Γ; (x : A) � t]](γ, α) ∈ [[Γ; (x : A) � B]](γ, α)

∧ [[Γ � ∀x : A.B]](γ) ∈ [[Γ � s]](γ)
)

⇒ (∀γ, [[Γ � λx : A.t]](γ) ∈ [[Γ � ∀x : A.B]](γ)).

There are three cases as follows.
• PTΓ,x(A, B) = T

By definition of the interpretation, we have the following
equations:
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[[Γ � λx : A.t]](γ)

=
{(
α, [[Γ; (x : A) � t]](γ, α)

) | α ∈ [[Γ � A]]′(γ)
}
,

[[Γ � ∀x : A.B]](γ)

=
∏

α∈[[Γ�A]]′(γ)

[[Γ; (x : A) � B]](γ, α).

Then, we must prove the following equation:
{(
α, [[Γ; (x : A) � t]](γ, α)

) | α ∈ [[Γ � A]]′(γ)
}

∈
∏

α∈[[Γ�A]]′(γ)

[[Γ; (x : A) � B]](γ, α).

But it is clear *4 by induction of hypothesis.
• PTΓ,x(A, B) = TP

Since λx : A.t is a proof term, we have following equations

[[Γ � λx : A.t]](γ) = p.

Hence, the fact we must prove is

p ∈ [[Γ � ∀x : A.B]](γ).

By definition we have the following equation.

[[Γ � ∀x : A.B]](γ)

=
�
{[[Γ; (x : A) � B]](γ, α) | α ∈ [[Γ � A]](γ)}.

If [[Γ � A]](γ) is the empty set, then the statement holds
since [[Γ � ∀x : A.B]](γ) = X by Lemma 3.3 (5). We
assume that [[Γ � A]](γ) is a non-empty set. We have

∀α ∈ [[Γ � A]](γ), p ∈ [[Γ; (x : A) � B]](γ, α).

since [[Γ; (x : A) � t]](γ, α) = p. Therefore, we have the
following equation:

p ∈
⋂
{[[Γ; (x : A) � B]](γ, α) | α ∈ [[Γ � A]](γ)}.

However
�

S �
⋂

S hold in general, since
�

S is the in-
terior of

⋂
S when S is non empty subset of X. Now, we

apply the point condition here *5. We have

[[Γ � ∀x : A.B]](γ)

=
�
{[[Γ; (x : A) � B]](γ, α) | α ∈ [[Γ � A]](γ)}

=
⋂
{[[Γ; (x : A) � B]](γ, α) | α ∈ [[Γ � A]](γ)}

since
⋂{[[Γ; (x : A) � B]](γ, α) | α ∈ [[Γ � A]](γ)} is an open

set by the point condition. Hence, the condition holds in
this case.

• PTΓ,x(A, B) = PP

Since λx : A.B is a proof term, we have the following equa-
tion

[[Γ � λx : A.t]](γ) = p.

Hence, the fact we must prove is

p ∈ [[Γ � ∀x : A.B]](γ)

By definition of the interpretation of judgment, we have

*4 If [[Γ � A]]′(γ) is the empty set, then [[Γ � ∀x : A.B]](γ) = {∅} and
[[Γ � λx : A.t]](γ) = ∅ hold.

*5 This is the only place we need it in the proof.

[[Γ � ∀x : A.B]](γ) =
(
[[Γ � B]](γ)

)[[Γ�A]](γ)

.

By characteristic of Heyting algebra,

[[Γ � B]](γ) ⊂ [[Γ � ∀x : A.B]](γ).

By induction hypothesis p ∈ [[Γ � B]](γ), so that the condi-
tion holds in this case.

(6) Case of Apply
We will show the fact that

(∀γ, [[Γ � u]](γ) ∈ [[Γ � ∀x : A.B]](γ)

∧ [[Γ � v]](γ) ∈ [[Γ � A]](γ)
)

⇒ (∀γ, [[Γ � u v]](γ) ∈ [[Γ � B[x\v]]](γ)).
There are three cases as follows.
• PTΓ,x(A, B) = T

By definition of the interpretation of judgment, the follow-
ing equation

[[Γ � u v]](γ) = [[Γ � u]](γ)
(
[[Γ � v]](γ))

[[Γ � u]](γ) ∈
∏

α∈[[Γ�A]]′(γ)

[[Γ; (x : A) � B]](γ, α)

holds. Therefore, we have

[[Γ � u v]](γ) ∈ [[Γ; (x : A) � B]](γ, [[Γ � v]](γ)).

By Lemma 3.9, we have

[[Γ; (x : A) � B]](γ, [[Γ � v]](γ)) = [[Γ � B[x\v]]](γ).

Hence, the statement holds in this case.
• PTΓ,x(A, B) = TP

It suffices to show that p ∈ [[Γ � B[x\v]]](γ), since [[Γ �
u]](γ) = [[Γ � u v]](γ) = p holds. By induction hypothesis,
we have the following equation

p ∈
�
{[[Γ; (x : A) � B]](γ, α) | α ∈ [[Γ � A]](γ)}.

This equation implies the fact that

∀α ∈ [[Γ � A]](γ), p ∈ [[Γ; (x : A) � B]](γ, α).

By Lemma 3.9 and the fact [[Γ � v]](γ) ∈ [[Γ � A]](γ), we
have

p ∈ [[Γ � B[x\v]]](γ).

Hence, the statement holds in this case.
• PTΓ,x(A, B) = PP

It suffices to show that p ∈ [[Γ � B]](γ), since [[Γ � u]](γ) =
[[Γ � v]](γ) = [[Γ � u v]](γ) = p holds and the variable x

does not appear freely in B. The following equation holds.

[[Γ � ∀x : A.B]](γ) =
(
[[Γ � B]](γ)

)[[Γ�A]](γ)

By definition of Heyting algebra, we have

[[Γ � ∀x : A.B]](γ) ∩ [[Γ � A]](γ) ⊂ [[Γ � B]](γ).

Then we have
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p ∈ [[Γ � B]](γ).

by Lemma 3.9. Hence, the statement holds in this case.
(7) Case of Variable

We must show that

(∀γ, [[Γ � A]](γ) ∈ [[Γ � s]](γ)
)

⇒ ∀γ, α, [[Γ; (x : A) � x]](γ, α) ∈ [[Γ; (x : A) � A]](γ, α).

It is clear by definition of [[Γ]].
(8) Case of Beta Equality

We must show that

∀γ, [[Γ � t]](γ) ∈ [[Γ � A]](γ), [[Γ � B]](γ) ∈ [[Γ � s]](γ)

∧ A =β B

⇒ ∀γ, [[Γ � t]](γ) ∈ [[Γ � B]](γ).

It is clear by Theorem 3.11 (1).
�
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