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Abstract. We investigate the combinatorics and geometry of permutation polytopes associated to cyclic permutation
groups, i.e., the convex hulls of cyclic groups of permutation matrices. In the situation that the generator of the
group consists of at most two orbits, we can give a complete combinatorial description of the associated permutation
polytope. In the case of three orbits the facet structure is already quite complex. For a large class of examples we
show that there exist exponentially many facets.

Résumé. Nous étudions les propriétés combinatoires et géométriques des polytopes de permutations pour des groupes
cycliques. C’est à dire, donné un groupe cyclique de matrices de permutations, nous considérons son enveloppe
convexe. Si le générateur du groupe possède un ou deux orbites il y a une déscription simple du polytope. Par contre,
le cas de trois (ou plus) orbites est beaucoup plus compliqué. Pour une classe ample d’examples nous construisons
un nombre exponentiel de faces de co-dimension un.
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Introduction
A Permutation polytope is the convex hull of a group of permutation matrices. We refer to [2] for some
historical and motivational remarks. The most famous permutation polytope is the Birkhoff polytope,
whose vertex set is the entire set of n× n-permutation matrices. In [2] we proposed the systematic study
of permutation polytopes in their own right. We introduced suitable notion of equivalences, studied the
vertex-edge graph, products and free sums, and classified all permutation polytopes up to dimension four.

This article is an abridged version of [3], where we investigate permutation polytopes associated to
cyclic permutation groups. In order to learn more about general permutation polytopes it seems to be
crucial to enhance our understanding of the convex hulls of subgroups generated by only one element.
This boils down to the study of the elementary number theory of the cycle structure of the generator
permutation. Already a relatively small input can generate fairly complicated polytopes: take the group
generated by a permutation which is the product of three disjoint cycles of lengths 10, 18, 45. This leads to
a 57-dimensional polytope with 90 vertices and 15373 facets whose vertex-edge graph is complete. This
example is about as complex as we can handle computationally. Still, using the structure of a permutation
polytope it is possible to determine important invariants of the polytope like the dimension and to give a
criterion when the vertex-edge graph is complete (see Section 2). For groups generated by a permutation
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which is a product of at most two cycles we can characterize the polytopes completely (Proposition 3.3).
However, the previous example indicates that in the situation of three cycles the complexity of the facet
structure of these polytopes becomes enormous. We show in Theorem 3.5 that the number of facets in
such a specific situation grows indeed exponentially in the dimension.

In many respects, our experience has turned out to be similar to the challenges faced by Hood and
Perkinson [11] when investigating the facets of the permutation polytope associated to the group of even
permutations. They also constructed exponentially many facets with respect to the dimension of the
polytope. However, in their situation the number of vertices grows exponentially as well, while in our
case the number of vertices remains polynomially bounded.

The features of many of these objects such as a large number of facets and a complete vertex-edge
graph are reminiscent of the properties of cyclic polytopes [20, pp.10-16]. While the latter ones are
simplicial, in many of the cases considered here, each facet contains far more than half of the total number
of vertices of the polytope. Permutation polytopes of cyclic permutation groups might be considered as
highly symmetric analogues of cyclic polytopes. It was recently shown by Rehn [16] that if the order of a
cyclic permutation group is n = k1 · · · kr, where k1, . . . , kr are coprime prime powers, then the associated
permutation polytope has at least k1! · · · kr! many affine automorphisms. On the other hand, Kaibel and
Waßmer [15] show that the order of the combinatorial automorphism group of a cyclic polytope is at most
twice its number of vertices.

Cyclic permutation polytopes – and more generally abelian permutation polytopes – are instances of
so-called marginal polytopes. Their inequality description is important in statistics and optimization. This
will be explored in an upcoming paper [4], see also the last section.

Note

One should not confuse ‘permutation polytopes’ with ‘orbitopes’, the convex hull of an orbit of a compact
group acting linearly on a vector space. Recently, Sanyal, Sottile and Sturmfels [17] gave a systematic
approach to orbitopes. They also studied the permutation polytopes associated to the groups O(n) and
SO(n). In this setting permutation polytopes are called tautological orbitopes. Since for each orbitope
there is a permutation polytope mapping linearly onto it, permutation polytopes serve as initial objects in
this context.

Organization of the paper.

In Section 1 we introduce notation and basic properties. In Section 2 we give formulas for the dimension
and investigate the vertex-edge graph. In Section 3 we study closely the situation when the group generator
is decomposed in at most three cycles. While we can completely describe the case of the one or two
cycles, the first difficult situation occurs for three cycles, where we construct a large family of facets for
one infinite class of examples. In Section 4 we sketch the results in the forthcoming paper [4].
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1 Notation and Basic Properties
1.1 Notation
For a positive integer n ∈ N we denote

[n] := {1, . . . , n}.

Since it will be more suitable later on, we also define

[[n]] := {0, . . . , n− 1}.

For a finite set I ⊂ N we denote by gcd(I) and lcm(I) the greatest common divisor and the least common
multiple of all elements in I , respectively. By convention gcd(∅) := 0 and lcm(∅) := 1. For integers
k, l ∈ Z we write k | l if k divides l.

The convex, affine and linear hull of a set S in a real vector space will be denoted by conv(S), aff(S)
and by lin(S), respectively.

1.2 Representation polytopes
Let V be a real n-dimensional vector space. Then GL(V ) denotes the set of automorphisms. By choosing
a basis we can identify GL(V ) with the set GLn(R) of invertible n × n-matrices. In the same way, we
identify End(V ) with the vector space Matn(R) of n× n-matrices.

Let G be a group. A homomorphism ρ : G→ GL(V ) is called a real representation. In this case

(ρ) := conv(ρ(g) : g ∈ G) ⊆ Matn(R) ∼= Rn2

is called the associated representation polytope.

1.3 Permutation polytopes
The symmetric group Sn acts on the set [n]. By identifying [n] with the basis vectors {e1, . . . , en} of
Rn, we get a representation Sn → GL(Rn). This map identifies the symmetric group Sn with the set of
n × n permutation matrices, i.e., the set of matrices with entries 0 or 1 such that in any column and any
row there is precisely one 1. For a subset G ⊆ Sn we let M(G) be the corresponding set of permutation
matrices. For S ⊆ G we let 〈S 〉 be the smallest subgroup of G containing S.

An injective homomorphism G → Sn is called permutation representation. Subgroups G ≤ Sn are
called permutation groups. In this case, the representation polytope

P (G) := conv(M(G))

is called the permutation polytope associated to G.
The special case G = Sn yields the well-known nth Birkhoff polytope Bn := P (M(Sn)) (see e.g. [5]).

It has dimension (n− 1)2.
When working with permutation polytopes, one would like to identify permutation groups that clearly

define affinely equivalent permutation polytopes. Therefore, we introduced in [2] the notion of effec-
tively equivalence. Two permutation groups are effectively equivalent if they are isomorphic as abstract
groups such that via this isomorphism the permutation representations contain the same non-trivial irre-
ducible factors. In this case, the associated permutation polytopes are affinely equivalent. The vector
space Matn(R) in which permutation polytopes live comes also with a natural lattice Matn(Z) of integral
matrices. Lattice equivalence of permutation polytopes is a subtle issue – cf. [2, Example 2.9].
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2 Dimension and vertex-edge graph
2.1 Our setting
In this section, we give formulas for the dimension and the vertex degree of cyclic permutation polytopes
in terms of the cycle type of the generator permutation. Let G = 〈 g 〉, where g has a disjoint cycle
decomposition into t cycles of lengths `1, . . . , `t. In this case, we set

d := |G | = o(g) = lcm(`1, . . . , `t),

so G = {e, g, . . . , gd−1}.

2.2 Dimension formula
In our setting, we can explicitly determine the dimension of P (G) using a result by Guralnick and Perkin-
son [10]. For the proof of the following two results see [3].

Proposition 2.1 dim(P (G)) equals the number of `i
th-roots of unity, i ∈ [t], which are different from 1.

Corollary 2.2
dim(P (G)) = −1 +

∑
∅6=I⊆[t]

(−1)|I|+1 gcd(`i : i ∈ I).

For instance, for `1 = 2, `2 = 4, `3 = 8 we get dim(P (G)) = 7, cf. Corollary 2.3.
Since a polytope is a simplex if and only if dim(P (G))+1 equals the number of vertices (here, |G| = d)

we get from Proposition 2.1 the following criterion (cf. [10]). Let us define the unimodular m-simplex
∆m as the convex hull of the standard basis vectors in Rm+1.

Corollary 2.3 Let G be a cyclic group with |G | = d. Then P (G) is a simplex if and only if G has a
cycle of order d. In this case, there is an isomorphism Zn2 ∩ aff(P (G))→ Zd ∩ aff(∆d−1) mapping the
vertices of P (G) onto the vertices of ∆d−1. In other words, P (G) is a unimodular simplex up to lattice
isomorphisms. In particular this holds, if |G | is a prime power.

The proof is given in [3]. In particular, since Ehrhart polynomials and volume of unimodular simplices
are well-known, this gives an immediate proof of Theorem 1.2(1) and Lemma 3.1 in [6].

Here is another special situation, which is a generalization of 2.3.

Proposition 2.4 Let G = 〈 g 〉 ≤ Sn be a cyclic permutation group where the orders `1, . . . , `t of the
disjoint cycles of g are pairwise coprime. Then P (G) is a product of unimodular simplices of dimensions
`1 − 1, . . . , `t − 1.

The proof is contained in [3].

2.3 The vertex-edge graph
Based upon previous work by Guralnick and Perkinson [10], it is possible to give an explicit (however,
slightly involved) formula for the (constant) vertex degree of a permutation polytope associated to a cyclic
group. For this, we refer to Section 2.3 in [3]. Here, let us only note the following application:

Let g = z1 ◦ · · · ◦ zt be the cycle decomposition into t cycles of lengths `1, . . . , `t. For I ⊂ [t] we set

Ic := [t]\I, and dI := lcm(`i | i ∈ I).
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Proposition 2.5 The vertex-edge graph of P (G) is complete if and only if for all I ⊆ [t]: dI = d or
dIc = d.

This criterion may be used to give many interesting high-dimensional examples of such polytopes, cf.
Section 3. We finish the section with the following conjecture, which holds for l = 1 by the previous
corollary and has been experimentally checked in many cases.

Conjecture 2.6 Let l ≥ 1. If dI = d for all I ⊆ [t] with |I| ≥ d t
l+1e, then P (G) is (l + 1)-neighborly,

i.e, every subset of at most l + 1 vertices of P (G) forms the vertex set of a face.

3 Cyclic permutation groups with few orbits
Cyclic permutation groups with one orbit are completely described in Corollary 2.3. In this section we
study those with two or more orbits.

3.1 Projection map and joins
Let G ≤ Sn be a permutation group with orbits O1, . . . , Ot. Let g ∈ G. The permutation matrix M(g)
has a blockdiagonal-structure corresponding to the t orbits:

v1
O1

v2
O2

v3
O3

v1 v2 v3
π

Fig. 1: A permutation matrix with three orbits and the relevant first rows of each block

For any such matrix let vi(M) ∈ R|Oi| be the first row in the ith block. Since any element in aff(P (G))
has such a block-diagonal-structure, we define the linear projection map

π : aff(P (G))→ {x ∈ Rn :

n∑
i=1

xi = t}

by projecting any matrix M onto (v1(M), . . . , vt(M)).
Let us assume that G acts cyclic on every orbit, i.e., for each i ∈ [t] the quotient group G/Ki is cyclic,

where Ki is the kernel of the action of G on Oi (the set of group elements which leave each element in
Oi fixed). Under this assumption, π is a lattice isomorphism of P (G) onto its image in Rn.

In some cases one can say more. For this let us give the following definition.
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Definition 3.1 Let us assume that the polytope P lies in an affine hyperplane of Rn. Then P is a join
of polytopes P1, . . . , Ps, if P is the convex hull of P1, . . . , Ps, and lin(P ) = ⊕s

i=1lin(Pi). We say, P a
Z-join, if lin(P ) ∩ Zn = ⊕s

i=1lin(Pi) ∩ Zn.

A typical example is a tetrahedron: it is the join of two disjoint edges.

Lemma 3.2 Let G ≤ Sn be a permutation group with orbits O1, . . . , Ot. For each i ∈ [t] let Gi be the
stabilizer of an element ki ∈ Oi.

If G acts cyclic on every orbit, then the permutation polytope P (G) is the [G : H]-fold Z-join of
permutation polytopes P (H), for H := G1 · · ·Gt ≤ G.

Proof: Let Ki be the kernel of the action of G on Oi, i ∈ [t]. Then, as G/Ki is cyclic, [G,G] ≤ Ki for
i ∈ [t]. Thus [G,G] ≤ ∩ti=1Ki = {e}. So G is abelian. This implies that Ki = Gi for i ∈ [t] and that
H := G1 · · ·Gt is a subgroup of G.

Now let s := [G : H], and let Hg1, . . . ,Hgs be the right cosets of G/H . For j ∈ [s] we define
Pj := π(P (Hgj)) ∼= P (Hgj) ∼= P (H), where these are lattice isomorphisms. It remains to show that
π(P (G)) is the Z-join of P1, . . . , Ps. It is clear that π(P (G)) is the convex hull of P1, . . . , Ps.

Let i, j ∈ [t]. We set kHgj
i := {khgji : h ∈ H}. Then it is straightforward to prove that the orbit Oi

is partitioned into the sets kHg1
i , . . . , kHgs

i . This implies that for j1, j2 ∈ [s] with j1 6= j2, the vertices of
Pj1 and Pj2 have disjoint support. Therefore, lin(π(P (G))) ∩ Zn = ⊕s

i=1lin(Pi) ∩ Zn. 2

Let us apply this lemma to the cyclic case. Let g ∈ Sn have cycle decomposition into cycles of lengths
`1, . . . , `t. Then Gi is generated by g`i for i ∈ [t]. Let q := gcd(`1, . . . , `t). Hence, H is generated by
gq . Therefore, [G : H] = q. Moreover, since gq has a cycle decomposition into cycles of the lengths
`1/q, . . . , `t/q (with possible repetitions), we see that H is effectively equivalent (for this term see [2]) to
a permutation group H ′ generated by a product of t disjoint cycles of lengths `1/q, . . . , `t/q. Therefore,
P (H) ∼= P (H ′), and this projection map is even a lattice isomorphism. Lemma 3.2 implies that it
suffices to consider the case gcd(`1, . . . , `t) = 1 in order to understand the complete face structure of
P (G). Together with Proposition 2.4 we obtain the following result.

Proposition 3.3 Let G = 〈g〉 ≤ Sn where g has a cycle decomposition into two cycles of lengths `1, `2.
We set q := gcd(`1, `2). Then P (G) is the q-fold Z-join of

∆ `1
q −1
×∆ `2

q −1
,

where ∆l is the l-dimensional unimodular simplex.

The dimension of this polytope is `1 + `2 − gcd(`1, `2) − 1 in accordance with the dimension formula
given in Corollary 2.2. It has lcm(`1, `2) vertices and `1 + `2 facets.

Ehrhart polynomials count lattice points in multiples of a lattice polytope [19, 7]. In [6] Ehrhart poly-
nomials of certain permutation polytopes are computed, including the case of a cyclic permutation group
with one orbit. In [3] we provide the following explicit formula for the generating function of the Ehrhart
polynomial of a permutation polytope associated to a cyclic permutation group with two orbits.
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Corollary 3.4 Let G = 〈g〉 ≤ Sn where g has a cycle decomposition into two cycles of lengths `1, `2. We
set q := gcd(`1, `2). Then

∞∑
k=0

|(kP (G)) ∩ Zn2

| tk =

(∑min(
`1
q −1,

`2
q −1)

i=0

( `1
q −1
i

)( `2
q −1
i

)
ti
)q

(1− t)`1+`2−gcd(`1,`2)
.

3.2 Permutation polytopes of cyclic groups with three orbits
Let G = 〈 g 〉 ≤ Sn be a cyclic permutation group of order d. In Corollary 2.3 and Proposition 3.3 we
completely described the combinatorial type of P (G) when G has at most two orbits. In the case of three
orbits, we cannot present a corresponding result. Here the situation is much more complicated. In the
following we will focus on one crucial case. For three pairwise coprime numbers a, b, c ∈ N≥2 let zab,
zac and zbc be three disjoint cycles of lengths ab, ac, and bc, respectively. We define

P (a, b, c) := P (〈 zabzaczbc 〉).

By Corollary 2.2, P (a, b, c) has dimension ab+ ac+ bc− a− b− c. The number of vertices is abc. By
Corollary 2.5 all of these polytopes have a complete vertex-edge graph. In Table 1 we present the number
of facets which we were able to compute using polymake [12]. Note that one very quickly reaches the
limits of computational power.

(a, b, c) (2, 3, 5) (2, 3, 7) (2, 5, 7) (2, 5, 9) (3, 4, 5)

# dimension 21 29 45 57 35

# vertices 30 42 70 90 60

# facets 211 797 3839 15373 29387

Tab. 1: Dimension, vertices and facets of P (a, b, c)

The following result shows that the number of facets grows indeed exponentially.

Theorem 3.5 Let a, b, c ≥ 2 be pairwise coprime integers.
Then P (a, b, c) has at least 1

2 (2a − 2)(2b − 2)(2c − 2) + ab+ ac+ bc facets.

For a = 2 this result seems to be optimal, see Table 1. This motivates the following conjecture. Note that
the bound in the theorem is not sharp for a = 3.

Conjecture 3.6 Let b, c ≥ 3 be odd and coprime. Then the number of facets of P (2, b, c) equals (2b −
2)(2c − 2) + 2b+ 2c+ bc.

The proof of Theorem 3.5 will be given in the remainder of this paper. We are going to describe explicitly
a set of facets for P (a, b, c).

3.2.1 Setting and outline of the proof of Theorem 3.5
From now on let a, b, c be pairwise coprime positive integers. Let n = ab + ac + bc, and G ≤ Sn be
generated by the product g of three disjoint cycles of lengths ab, ac and bc. In the following we will
always identify P (a, b, c) with π(P (a, b, c)), as described in 3.1. In particular, any element of G will be
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k divisible by
coefficient of gk times abc no. vertices of this typea b c

yes no no a (b− 1)(c− 1)
no yes no b (a− 1)(c− 1)
no no yes c (a− 1)(b− 1)
yes yes no a+ b− ab c− 1
yes no yes a+ c− ac b− 1
no yes yes b+ c− bc a− 1
yes yes yes abc− ab− ac− bc+ a+ b+ c 1

Tab. 2: Coefficients of the vertex barycenter

considered as a vector in Rab+ac+bc having coordinates x0, . . . , xab−1, y0, . . . , yac−1, and z0, . . . , zbc−1.
For u ∈ Rab+ac+bc, we let πx(u), πy(u), and πz(u) be the projections onto the x-, y-, and z-coordinates,
respectively.

Proposition 3.7 The inequalities

xi ≥ 0 yj ≥ 0 zk ≥ 0

define facets of P (a, b, c).

Proof: It suffices to prove that these faces are facets. For this, we will show that for any vertex gm outside
of such a face F we can write

Ĝ :=
1

abc

∑
g∈G

g

as an affine combination of vertices of the face together with the given vertex.
Up to symmetry, we may assume that the face F of concern is given by x1 ≥ 0. In particular, it

contains all vertices gk such that k is divisible by a or b. The vertices outside of F are of the form gm for
m ≡ 1 (mod ab). Again, up to symmetry, we can choose m such that m ≡ 0 (mod c). Now, Table 2
gives the coefficients of Ĝ as an affine combination of all vertices gk such that k is divisible by a, b or c.

Here is how the reader can check its validity: For instance, the projection on the x-coordinates of abc Ĝ
equals (c · · · c) ∈ Rab. Let’s consider the x-coordinate corresponding to 0 (mod a) and 1 (mod b). There
are c vertices gk in this equivalence class, c− 1 not divisible by c and one divisible by c. By the first and
fifth rows of Table 2, this coordinate of the affine combination equals

(c− 1)a+ (a+ c− ac) = c.

In the same manner, the statement can be verified for any coordinate. 2

We say that a facet is essential, if it is not of the type xi ≥ 0, yj ≥ 0, or zk ≥ 0. There are n =
ab + ac + bc non-essential facets. We want to define a large family of essential facets of P (a, b, c).
The next subsection defines a certain class of subsets of [[abc]] via projections onto the x-, y-, and z-
coordinates. In Lemma 3.8 we give a general criterion when such a set defines a face of P (a, b, c). The
final subsection gives an explicit construction of sets that satisfy the conditions of the lemma. We prove
that our vertex sets define facets and count their number.
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3.2.2 Faces as unions of preimages of projection maps
Throughout, we will identify [[abc]] and G via the natural bijection i 7→ gi. The Chinese remainder theo-
rem yields a bijection between [[abc]] and [[a]]×[[b]]×[[c]] by mapping k to (k (mod a), k (mod b), k (mod c)).
In the same way, we identify [[ab]] and [[a]]× [[b]], [[ac]] and [[a]]× [[c]], and [[bc]] and [[b]]× [[c]].

Fig. 2: How to think of πx, πy , πz

To any proper subset Sx ( [[ab]] we associate a subset of [[abc]] via

Fx(Sx) := π−1x ({ei : i ∈ Sx}) =
⋃

x∈Sx

x× [[c]] ( [[abc]] ,

where e0, . . . , eab−1 is the standard basis of Rab. This is (the vertex set of) a face of P (a, b, c), given by
setting xi = 0 for i 6∈ Sx. Similarly, we define Fy(Sy) and Fz(Sz) for subsets Sy ( [[ac]] and Sz ( [[bc]].

In the following we want to consider unions of the form Fx(Sx) ∪ Fy(Sy) ∪ Fz(Sz) for Sx ( [[ab]],
Sy ( [[ac]], Sz ( [[bc]]. In general, this is not the vertex set of a face. However, the following lemma
gives a sufficient criterion.

Lemma 3.8 Let Sx ( [[ab]], Sy ( [[ac]] and Sz ( [[bc]]. If

Fx(Sx) ∩ Fy(Sy) ∩ Fz(Sz) = ∅ , (1)

and if for all permutations (i, j, k) of (x, y, z)

Fi(Si) ∩ π−1k (πk(Fi(Si) ∩ Fj(Sj))) ⊆ Fj(Sj) , (2)

then Fx(Sx) ∪ Fy(Sy) ∪ Fz(Sz) is the vertex set of a (not necessarily proper) face of P (a, b, c).
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Proof: The first assumption implies that

Sx ∩ πx(Fy(Sy) ∩ Fz(Sz)) = ∅ ,
Sy ∩ πy(Fx(Sx) ∩ Fz(Sz)) = ∅ ,

and Sz ∩ πz(Fx(Sx) ∩ Fy(Sy)) = ∅ .

We define a functional λ = (λ(x), λ(y), λ(z)) ∈ Rn in the following way. Let Ix := [[ab]], Iy := [[ac]]
and Iz := [[bc]]. For all permutations (i, j, k) of (x, y, z) we define

λ(i)m :=


−1 m ∈ Si

1 m ∈ πi(Fj(Sj) ∩ Fk(Sk))

0 else .

Let 〈 ·, · 〉 by the standard scalar product on Rn and v ∈ G. Using assumptions (1) and (2) it is straight-
forward to check that 〈λ, v 〉 ≥ −1, with equality if and only if v ∈ Fx(Sx) ∪ Fy(Sy) ∪ Fz(Sz). 2

3.2.3 An explicit construction of facets
Proposition 3.9 Given three non-trivial subsets ∅ 6= I ( [[a]], ∅ 6= J ( [[b]], and ∅ 6= K ( [[c]], the set

([[a]]× [[b]]× [[c]]) \ (I × J ×K) \ (Ic × Jc ×Kc)

is the set of vertices of a facet of P (a, b, c).

Proof: We set

Sx := I × Jc ∪ Ic × J ⊂ [[a]]× [[b]] ∼= [[ab]] ,

Sy := I ×Kc ∪ Ic ×K ⊂ [[a]]× [[c]] ∼= [[ac]]

Sz := J ×Kc ∪ Jc ×K ⊂ [[b]]× [[c]] ∼= [[bc]]

Then Sx, Sy , Sz satisfy the conditions of Lemma 3.8. The resulting face Fx(Sx) ∪ Fy(Sy) ∪ Fz(Sz) has
the vertex set V as given in the statement. We claim that this face is, in fact, a facet. To prove this claim,
let v0 6∈ V be an additional vertex of P (a, b, c). We show that any other vertex v1 of P (a, b, c) can be
written as an affine combination of elements of V together with v0.

As before, we identify the elements of G with triples (i, j, k) ∈ [[a]]× [[b]]× [[c]]. We can assume that
v0 = (i0, j0, k0) ∈ I ×J ×K. Then either v1 = (i1, j1, k1) ∈ I ×J ×K as well, or v1 ∈ Ic×Jc×Kc.

In the latter case, we see that we have v1 = v0− (i0, j0, k1)− (i0, j1, k0)− (i1, j0, k0) + (i1, j1, k0) +
(i1, j0, k1) + (i0, j1, k1), where the last six vertices all belong to V . When verifying this statement, the
reader should beware that this is actually a sum of elements in Rab+ac+bc.

In the former case, we choose v2 ∈ Ic × Jc × Kc, and construct combinations v0 = v2 + w0,
v1 = v2 + w1, where w0 and w1 are combinations of elements of V with vanishing coefficient sum. But
then v1 = v0 − w0 + w1 yields the desired affine representation. 2

Finally, let us count the number of different facets we obtain in this way. We have (2a−2)(2b−2)(2c−2)
different choices for I, J,K. Simultaneously exchanging all three sets by their complements yields the
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same facet, so the facet depends only on the pairs (I, Ic), (J, Jc) and (K,Kc). On the other hand, the
set S := (I × J × K) ∪ (Ic × Jc × Kc) already determines these pairs: If (i, j, k) ∈ S, then either
I = {i′ ∈ [[a]] | (i′, j, k) ∈ S} or Ic = {i′ ∈ [[a]] | (i′, j, k) ∈ S}, and similarly for (J, Jc) and (K,Kc).
Hence, we get (2a− 2)(2b− 2)(2c− 2)/2 different facets of this type, and all of these facets are essential
by construction. This finishes the proof of Theorem 3.5.

4 Outlook
Let us give an outlook on the forthcoming paper [4].

4.1 Marginal polytopes
Cyclic permutation polytopes can be seen as so-called marginal polytopes [14, 18] (sets of valid marginal
probabilities), as Figure 2 should suggest. For instance, it is possible to trace the inequalities described in
Lemma 3.8 back to the ‘cycle inequalities’ of marginal polytopes [18]. In particular, the ‘checkerboard
inequalities’ in Proposition 3.9 may be also found in that paper. However, it is not shown in [18] that they
actually define facets. In [4] we explore this relation in more detail.

4.2 3-neighborliness
It follows from [13] using the connection to marginal polytopes that P (a, b, c) are 3-neighborly. In [4] we
independently deduce this result from Lemma 3.8. Moreover, we precisely determine which sets of four
vertices of P (a, b, c) form a face and which do not.

4.3 Further constructions of facets
For P (3, 4, 5) the above construction yields 1307 facets which is much smaller than the observed number
of 29387 facets. In [4] we construct another type of facets which yields 2(3b− 3 · 2b + 3)(3c− 3 · 2c + 3)
facets of P (3, b, c). In particular, this gives 10800 new facets of P (3, 4, 5).

In [4] we give an explicit, conjectural set of facets which we expect to be a complete set of facets of
P (a, b, c) for arbitrary coprime a, b, c. If this conjecture would turn out to be true, then the 89-dimensional
polytope P (5, 6, 7) with 210 vertices would have more than 109 facets. So, no convex hull algorithm will
be able to compute all its facets in our lifetime.
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