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#### Abstract

The label-selective lambda-calculus, in its different variants, and its offspring, the transformation calculus, are the results of a research on the role of Currying in the lambda calculus.

Currying is the simple trick by which functions of multiple arguments can be written in the lambda calculus, which is essentialy mono-argument. The idea is to transform a function on a pair, into a function whose result, once applied to its first argument, must be applied to its second one. That is $f(a, b)=(\bar{f}(a))(b)$.

In our first system, the label-selective lambda-calculus, we give a method to curry starting from a labeled record, in place of a simple pair. The calculus we encode in has to be more complex than simple lambda-calculus, because of these labels, but it appears to keep the quasi totality of its properties. We have of course confluence, and models similar to lambda calculus; and we can apply both simple and polymorphic typings, for which we get strong normalization, as we had with lambda calculus. An immediate application of such a system is to add out-of-order labeled application to curried functional languages, like ML. Since Currying introduces partial applications, we combinatorically augment the number of possible partial applications.

The second extension, which results in the transformation calculus, introduces the idea of a Currying-compliant composition of terms. Classical functional composition is incompatible with Currying, but ours is, by intuitively making multiple connections at once. Again this system is confluent, and we defined typings for it. Selective lambdacalculus is already included, but the new power of this calculus is in viewing arguments as a flow of data, which can be manipulated by composed transformations. It allows one to write imperative algorithms, changing variables, in a purely functional framework. By this it provides a syntactical view on previous works done on the semantics of Algol, and other imperative extensions of functional languages.

Finally we present a third calculus, that of symmetrical transformations, which extends the transformation calculus to n-ary relations. This can give interesting insights on problems like distributed computation or, more mathematically, function inversion.

These three systems are studied from the three points of view of their syntactial properties, their typing, and their semantics.
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## Chapter 1

## Introduction

This thesis is - from its origin to its achievement - a study of a "phenomenon" of lambda calculus, Currying ${ }^{1}$. It is, probably, the first one to make it its main subject, since this phenomenon was never paid much attention. Currying takes its origin in the necessity of expressing multi-argument function in the lambda calculus - or in its algebraic version, combinatory logic - which is mono-argument. The trick is simple: make a function that takes the first argument and gives back a function takes the second argument and gives back etc... to the final result. With only two argument that is $f_{u}(x, y)=\left(f_{c}(x)\right)(y)$.

The principal reason to this poor interest, whereas it is widely used, is the apparent extreme simplicity of the conversion. Why study such a straightforward "trick". However we will see that, while intuitively evident in the case of tuples, the problem gets more complex in practice, or with extended data structures. A simple example is the impossibility of writing a function doing this transformation (in the general $n$-ary case) in $\mathrm{ML}^{2}$.

Another remark is that most works which can be related to it are not explicitly so. For instance, Curien's Categorical Combinators [Cur93] contain a currying combinator A. More recently, Dami proposed a partly curried calculus of records [Dam94]. But none of them consider currying as a real object of study.

We have done it in three ways, by extending its role.

1. A study of currying in the presence of selective arguments, that is currying records in place of tuples. (Chapters 2 to 5 )
2. A study of output currying, that is currying not only the input side of functions, but they result too. (Chapters 6 and 7)
3. A study of currying on n-ary relations, which is rather currying the two-sides of binary relation. (Chapter 8)

### 1.1 Implicit currying

All the systems we develop here are based on a slight reformulation of currying, which makes easier to relate intuition and reductions, we call it implicit currying. The idea is just to describe currying not as a transformation but as an equality, which lets us work with the uncurried form of expressions.

[^0]In the usual case it just means that we allow to write

$$
\left(\lambda\left(x_{1}, \ldots, x_{n}\right) \cdot M\right)\left(M_{1}, \ldots, M_{m}\right)
$$

for

$$
\left(\lambda x_{1} \ldots, \lambda x_{n} \cdot M\right) M_{1} \ldots M_{m}
$$

The extension of this notation to records, and the problems it incurs, is the starting point of our study.

### 1.2 Selective $\lambda$-calculus

In the beginning, a simple remark : in $\lambda$-calculus currying yields a privileged order of application on the arguments.

$$
(A \times B) \rightarrow C \simeq A \rightarrow(B \rightarrow C)
$$

That means that applying $f: A \times B \rightarrow C$ to its second argument necessitates an asymmetrical use of combinators :

$$
\lambda x . f(a, x)=f a^{3}
$$

but

$$
\lambda x . f(x, b)=S f(K b)^{4}
$$

This is linked with another problem : since the only way left to specify an argument is to know its position in the application sequence we must always keep in mind in which order we should do the application.

An ideal solution would be to solve these two problems at once, by introducing a notion that simultaneously abstracts application order and lets arguments commute, that is introduces the isomorphism

$$
(A \times B) \rightarrow C \simeq(B \times A) \rightarrow C
$$

aka

$$
A \rightarrow(B \times C) \simeq B \rightarrow(A \rightarrow C)
$$

Finally we should add a condition, which eliminates the trivial solution of not distinguishing parameters, as for instance in Berry's and Boudol's Chemical Abstract Machine [BB90], by requiring determinism.

Our answer to this problem is the use of labels. Most programming languages have labeled records. This seems a necessity to handle complex data structures. Some of them, including Common LISP [Ste84], ADA [Led81], and LIFE [AKG93b], extend this possibility to parameters of functions. However, if we want mix this last possibility with currying, problems arise.

Our strategy is to define this new possibility of labeling arguments in the presence of currying through commutation equalities on these arguments. The roles of our arguments are determined by their labels, which interact with their order. Selective $\lambda$ calculus introduces two types of commutation equalities.

[^1]The first, and most natural one, is between symbolic labels. By analogy with tuples, when currying a function $f_{u}\{p \Rightarrow a, q \Rightarrow b, \ldots\}$ we obtain a function $\left(\left(f_{c}\{p \Rightarrow a\}\right)\{q \Rightarrow\right.$ $b\}$ ) .... But since we have no reason to apply $f_{c}$ in this specific order, we want to use the abstraction provided by labels and be able to write $\left(\left(f_{c}\{q \Rightarrow b\}\right)\{p \Rightarrow a\}\right) \ldots$ too. Suppressing superfluous parentheses, and limiting ourselves to two arguments, we will need in our calculus the equality:

$$
f\{p \Rightarrow a\}\{q \Rightarrow b\}=f\{q \Rightarrow b\}\{p \Rightarrow a\} .
$$

However we must had a restriction to this: $p$ and $q$ should be different labels. By speaking of currying, we are thinking of languages where functions are first-class objects; so this may be the case that we have to apply a function more than once on the same label, and we should keep the order of these applications decidable.

Here is an example of the use of these symbolic labels for the list constructor, in an ML-like language ${ }^{5}$, together with inferred types.

```
#let cons car=>a cdr=>b = a::b;;
    cons : {car=>'a,cdr=>'a list} -> 'a list
#cons cdr=>[1];;
    it : {car=>int} -> int list
```

The second type of equality comes from a reversion of the analogy with tuples. That is, we can see a tuple as a record labeled with numbers: $(a, b, \ldots)=\{1 \Rightarrow a, 2 \Rightarrow b, \ldots\}$. If we apply directly the equality above we would have $f\{1 \Rightarrow a\}\{2 \Rightarrow b\}=f\{2 \Rightarrow b\}\{1 \Rightarrow a\}$. But, based on the idea that we can abbreviate the label 1 , and the current definition of currying, we would rather write $f\{1 \Rightarrow a\}\{1 \Rightarrow b\}$, or, abbreviating $1, f a b$. To make it possible, we will define commutations differently on numbers, and have $f\{1 \Rightarrow a\}\{1 \Rightarrow$ $b\}=f\{2 \Rightarrow b\}\{1 \Rightarrow a\}$. This can be generalized in:

$$
f\{m \Rightarrow a\}\{n \Rightarrow b\}=f\{n+1 \Rightarrow a\}\{m \Rightarrow b\} \quad \text { if } m \leq n .
$$

For instance we can use it as follows, omitting $1=>$.

```
#let sub x y = x-y;;
    sub : {1=>int,2=>int} -> int
#let minus15 = sub 2=>15;;
    minus15 : {1=>int} -> int
```

This second equality is in fact orthogonal to the first one. Commutation on symbolic labels expresses the intuitive possibility of taking input on multiple channels, while the numeric form gives a control on the order on each channel.

### 1.3 Transformation calculus

A natural extension to selective $\lambda$-calculus is applying currying to the output of functions. The idea takes its origin in the definition of composition in selective $\lambda$-calculus. Since we have labels, each time we compose two functions we must know from which label each of the functions takes its input. That is $f^{p, q, r} g=f_{\widehat{p}}\left(g_{\widehat{q}} x\right)_{r}^{\vee} x$, the function taking its

[^2]input on $r$, giving it to $g$ on $q$, and feeding the result to $f$ on $p$. This is complex, and this is rather weak. Particularly when we think of the powerful out-of-order currying power of our system.

The solution is have labels on the output: if know that $g\{q \Rightarrow x\}$ returns output on $p$, then we can simply write $f \circ g$. Moreover, introducing currying here means that if $f$ gets input on labels $p, q, r$ and $g$ returns output on the same labels, in $f \circ g$ all connections are done. And even more: if $f$ needs more input, resp. $g$ returns more output, then those can be reported to the input side of $g$, resp. the output side of $f$.

This principle appears to be quite powerful. Not only it extends record calculi with a certain form of concatenation/composition, but it introduces the notion of transformation, that is functions with labeled output. Such transformations can be composed together in a way that describes changes on a mutable state combined with functional computations.

The notion of mutable state is essential in many algorithms. There are ways to turn it, with recursion and infinite lists, but this is not always very natural. A more intuitive notion of state is helpful; we can see it even in mathematics, where algorithms are often defined imperatively. Lambda-calculus is enough to define functions, but not always practical for algorithms.

One way to use a state in lambda-calculus with pairing is simply considering this state as a normal value we pass to functions and get back from them. This is the intuition you have in "folding" functions: iterating a function on a list to get a final result. However such a method presents a problem. We must know the structure of our state when accessing it, and there is no standard way of combining two pieces of state into one. Particularly, this makes difficult to get "state polymorphic" functions, that would be able to change some defined parameter in a range of differently structured states. This means that we must do all the scoping by hand, sending only necessary parts of the state to each function, and recombining the result.

A natural answer to this problem is the use of mutable variables, as we have in imperative languages. A first way to do it, by directly using a store, like references in ML, breaks referential transparency, and loses confluence. Some formal systems introduce them more cautiously [Lam88, ORH93, CO94, Sat94]. These systems include named abstractions for reading the value of such a variable, along with named definitions providing destructive assignments. These two operations are orthogonal to $\lambda$-calculus' $\beta$-reduction. What they essentially do is forcing the operations on the store to be sequential, but the intuition is still there. With that we can easily get functions modifying only one variable in a state, and do not need to know about its complete structure. The scoping of variables can be done by simple name scoping. Advantages of this method are its closeness to the classical computational model, and possibilities of specific typing of the store through effects [GL86, TJ92].

We find two defaults to stores.

- The extension is completely orthogonal to $\lambda$-calculus, we have some redundant concepts between the two, like reading a variable in the store and getting a value through an abstraction.
- It is linked with a particular model including memory, and we may want a stronger abstraction if we are to work with new computational models.

Our transformations are an answer to these two problems. They are integrated into the core of the calculus, and do not suppose any computational model. In fact, the notion of scope-free variable they define is stronger than classical stores, and have
other potential applications. Moreover, denotational semantics of scope-free variable is, thanks to this integration, straightforward, while classical variables are still a problem.

Here is a small example of transformations:

$$
\begin{aligned}
& \text { add_sub }=\lambda\{1 \Rightarrow x, 2 \Rightarrow y\} \cdot\{1 \Rightarrow x-y, 2 \Rightarrow x+y\}:\{1 \Rightarrow \text { int }, 2 \Rightarrow \text { int }\} \rightarrow\{1 \Rightarrow \text { int }, 2 \Rightarrow \text { int }\} \\
& \text { add_sub }\{1 \Rightarrow 5,2 \Rightarrow 3, \text { ok } \Rightarrow \text { true }\}=\{1 \Rightarrow 2,2 \Rightarrow 8, \text { ok } \Rightarrow \text { true }\}:\{1 \Rightarrow \text { int }, 2 \Rightarrow \text { int }, \text { ok } \Rightarrow \text { bool }\}
\end{aligned}
$$

As you see here our proposal includes typing. Moreover, some constructors are introduced for supporting stateful objects and prototypes.

### 1.4 Symmetrical transformations

The last system we present in this thesis extends transformation calculus towards mathematical relations.

The basic goal of symmetric transformations is to provide an algebra for computing with n-ary relation. While some relational calculi including composition have been proposed for binary relations, in a categorical framework for instance, the n-ary case is more complex.

The solution chosen here is again to curry binary relations. That is, we see relations as being two-sided, with part of their contents on each side.

$$
\left(A_{1}, \ldots, A_{k}, A_{k+1}, \ldots, A_{n}\right)
$$

becomes

$$
\left\{\overline{l_{1} \Rightarrow A_{1}, \ldots, l_{k} \Rightarrow A_{k}}\right\}\left\{l_{k+1} \Rightarrow A_{k+1}, \ldots, l_{n} \Rightarrow A_{n}\right\}
$$

where $\overline{\{\ldots\}}$ "looks" to the left and $\{\ldots\}$ "looks" to the right.
This is in fact reminiscent of

$$
\lambda\left\{l_{1} \Rightarrow A_{1}, \ldots, l_{k} \Rightarrow A_{k}\right\} \cdot\left\{l_{k+1} \Rightarrow A_{k+1}, \ldots, l_{n} \Rightarrow A_{n}\right\}
$$

in the transformation calculus. Then we can, for instance, use the curried composition of transformation calculus to compute joints of relations.

This calculus is extended in various ways to make it a tool for the specification of the geometry of communicating systems, or the syntactical study of inversion.

### 1.5 Organization of this thesis

We already explained above the distribution in three parts - selective $\lambda$-calculus, transformation calculus and symmetric transformations. They are in natural progression.

Two appendices complete those: the first one gives some peripheric results, obtained during the study of the above calculi; the second one presents a small strongly typed functional programming language, FIML, based on transformation calculus.

Sequential reading is possible. One may however want to skip part of the contents. Here is the dependency structure of this thesis.

- The first two sections of Chapter 2, defining a monadic version of selective $\lambda$ calculus, are useful to the understanding of the whole thesis. The rest is only the proof for confluence.
- Chapter 3, where streams and the stream (polyadic) version of selective $\lambda$-calculus are defined, is necessary for all the following chapters.
- Chapters 4 to 8 are to a great extent mutually independant.
- Appendices A and B are self-contained.

So the reader is left free to chose his order of exploration, but will probably have to go to the first section of chapter 3 sooner or later.

Last, there is no "Background" part in this thesis. The initial definition of Currying does not require long explanations. For more general bases we refer the reader to any good book on lambda calculus [Bar81, HS86].

## Chapter 2

## Selective $\lambda$-calculus : Syntax

We define here the (monadic) selective $\lambda$-calculus as the combination of a calculus where labels are names with one where they are indexes. More than half of this part is devoted to the confluence proof.

### 2.1 Introducing selective $\lambda$-calculi

### 2.1.1 Generic syntax

Selective $\lambda$-terms are formed by variables taken from a set $\mathcal{V}$, and two labeled constructions: abstraction and application. The labeling is done with labels taken from a set of position labels $\mathcal{L}$.

We will denote variables by $x, y$, labels in $\mathcal{L}$ by $p, q$, and $\lambda$-expressions by capitals.
We can define the syntax of $\lambda$-terms as:

$$
\begin{array}{rlll}
M::= & x & \text { (variables) } \\
\mid & \lambda_{p} x \cdot M & \text { (abstractions) }, \\
& M_{\widehat{p}} M & \text { (applications). }
\end{array}
$$

We will say of a term $\lambda_{p} x . M$ that it "abstracts $x$ on $p$ in $M$,", and of the term $M \widehat{p} N$, that it "applies $M$ to $N$ on $p$."

It will often be convenient to break the atomicity of an abstraction or an application. In the abstraction $\lambda_{p} x . M$, the part $\lambda_{p} x$ will be called its abstractor, and $M$ its body. In the application $M \widehat{p} N$, the part $\widehat{p} N$ will be called the applicator. By entity, we will mean either an abstractor or an applicator.

### 2.1.2 Relative and absolute positions

Before we look at different selective $\lambda$-calculi, let us give some intuition to justify this syntax, thinking of two possible sets of labels, symbolic and numeric ones.

Symbolic labels, or "keywords", are simple names. A useful way of thinking of these symbols is to see them as channel names used for process communication [Mil92]. Here, a process is a $\lambda$-term, where sending is performed by applicators and receiving by abstractors. If an application is performed ("sends arguments") through two different channels $p$ and $q$, then clearly there cannot be any ambiguity as far as which abstractor will "receive" them. Hence, these reductions ("communications") may be done in any order, with the same end result. However, if that situation arises with $p=q$, then clearly the order in which they are performed will matter. In this case, the rules will insure that reduction will respect the order specified syntactically. In other words, several arguments sent through the same channel are "buffered" in sequence.

If numeric labels are always kept explicit, then the above view applies to them as well. Indeed, recall from the introduction that the free syntax of function application to several arguments at a time uses their positions as Cartesian projections; e.g. $f\left(a_{1}, \ldots, a_{n}\right)$ may be seen as the more explicit $f\left(1 \Rightarrow a_{1}, \ldots, n \Rightarrow a_{n}\right)$. However, numeric labels do not quite behave like symbolic labels in that a number is always implicitly seen as the first position relatively to the form on its left. More precisely, currying works by seeing each argument as the first one relatively to the form on its left. This has the benefit of simplifying the rule of functional reduction to be a local rule never needing to consider more than a single argument at a time. So, clearly, we do want to allow using relative argument positions.

Nevertheless, it is more natural to use absolute positions "packaged" as labeled Cartesian tuples. For instance, it is easier to write $(\lambda\{1 \Rightarrow x, 2 \Rightarrow y, 4 \Rightarrow z\} . M)\{1 \Rightarrow a, 4 \Rightarrow b\}$ rather than $\left(\lambda_{1} x \cdot \lambda_{1} y \cdot \lambda_{2} z \cdot M\right) \widehat{1} a \widehat{3} b$. However, the latter fully curried form is needed to express reduction with local rules. Fortunately, translation from the notation with absolute labels to a fully curried one with relative labels is in fact systematic: one need simply subtract from each numeric label the number of numeric-labeled components, smaller than it, and appearing to its left in the labeled Cartesian product. Namely,

$$
\begin{gathered}
M\left\{n_{1} \Rightarrow N_{1}, \ldots, n_{k} \Rightarrow N_{k}\right\}=M \widehat{n_{1}^{\prime}} N_{1} \cdots \widehat{n_{k}^{\prime}} N_{k} \\
\quad \text { where } n_{k}^{\prime}=n_{k}-\left|\left\{i \mid i<k, n_{i}<n_{k}\right\}\right| .
\end{gathered}
$$

Conversely, one may go back from relative syntax to the absolute one by inserting iteratively entities in an abstraction or application tuple. That is,

$$
\begin{aligned}
& (M \widehat{m} N)\left\{n_{1} \Rightarrow N_{1}, \ldots, n_{k} \Rightarrow N_{k}\right\}=M\left\{m \Rightarrow N, n_{1}^{\prime} \Rightarrow N_{1}, \ldots, n_{k}^{\prime} \Rightarrow N_{k}\right\} \\
& \text { where } n_{i}^{\prime}= \begin{cases}n_{i} & \text { if } n_{i}<m \\
n_{i}+1 & \text { if } n_{i} \geq m\end{cases}
\end{aligned}
$$

These two rules apply directly for abstractions too, and one may verify that they just do opposite work.

For the absolute and relative notations to be effectively coherent, we will expect $M\left\{n_{1} \Rightarrow N_{1}, \ldots, n_{k} \Rightarrow N_{k}\right\}$ and $M\left\{n_{\sigma(1)} \Rightarrow N_{\sigma(1)}, \ldots, n_{\sigma(k)} \Rightarrow N_{\sigma(k)}\right\}$ to be convertible terms for any permutation $\sigma$ of $\llbracket 1, k \rrbracket$, that is, the order of the pairs in a record should be semantically irrelevant.

With this, we are justified to limit our syntax to that of relative-labeling lending itself to simpler local reduction rules, while still keeping the freedom of a flexible surface syntax with Cartesian tuples using absolute position labeling.

Now, a reasonable question that one may have is whether we could not also treat symbolic labels as we do numeric labels. That is, we could envisage using a function associating each symbol to its predecessor in the linear order of symbols, thus doing away with names altogether. This, however, would be possible only if the order on symbols were not dense. Since, in practice, symbols are the free monoid, generated by a subset of the ASCII alphabet, and is densely ordered by lexicographic ordering, this is ruled out. Hence, symbolic labels always designate absolute positions of arguments. In other words, packaging symbolic-labeled arguments in labeled Cartesian tuples is always safe since they are not concerned with relative positioning. In fact, the ordering on symbols is only necessary as a trick to avert non-termination so that rules may perform well-founded label commutation.

Reciprocally one could think of getting rid of numeric labels. However, simply forgetting about numeric labels, just because they are a little cumbersome, would reduce the generality of the calculus. With only symbolic labels we can directly send values to abstractions as long as they have different labels. An abstraction can still be hidden

$$
\beta-\text { reduction }
$$

$$
\left(\lambda_{a} x \cdot M\right)_{\widehat{a}} N \rightarrow[N / x] M
$$

Reordering
(1) $\lambda_{a} x \cdot \lambda_{b} y \cdot M \rightarrow \lambda_{b} y \cdot \lambda_{a} x \cdot M \quad a>b$
(2) $M_{\widehat{a}} N_{1} \widehat{b} N_{2} \rightarrow M_{\widehat{b}} N_{2} \widehat{a} N_{1} \quad a>b$
(3) $\left(\lambda_{a} x \cdot M\right) \widehat{b} N \rightarrow \lambda_{a} x .(M \widehat{b} N) \quad a \neq b, x \notin F V(N)$

Figure 2.1: Reduction rules for symbolic selective $\lambda$-calculus
by another abstraction with same label. However, with symbolic labels, we have this property in all cases. This is certainly useful if you want, for instance, to construct a model of this calculus: intuitively all curried functions become flat, while they would still be partly hierarchized in an only keyword calculus.

### 2.1.3 A lambda-calculus with multiple channels

This is the first possibility, using keywords as label. We define an extension of the lambda calculus, the symbolic selective $\lambda$-calculus, with symbolic labels.

Following the above syntax, we take our labels from a totally ordered set of symbols $\mathcal{S}$. We will denote these labels by $a, b$.

To keep compatibility with the classical $\lambda$-calculus, we have a default label, $\epsilon$, such that an unlabeled abstraction or application is interpreted as being labeled by $\epsilon$.

The reduction rules for this calculus are given in Figure 2.1. $\beta$-reduction only happens on abstractor-applicator pairs with the same label. Otherwise they commute by rule (3). Rules (1) and (2) normalize the order of abstractors and applicators. The condition $x \notin F V(N)$ in rule (3) can always be satisfied through $\alpha$-conversion.

Definition 2.1 (symbolic) We call symbolic selective $\lambda$-calculus the free combination of rules in Figure 2.1.

This calculus is meaningful, in that it is confluent.

Corrolary 2.1 The symbolic selective $\lambda$-calculus is confluent.
PROOF Consequence of the proof for selective $\lambda$-calculus.

Example 2.1 We suppose that $a<b<c<d$, (For keywords the notations $\lambda\{a \Rightarrow x, \ldots\}$ and $M\{a \Rightarrow N, \ldots\}$ are only shorthands.)

$$
\begin{array}{ll} 
& (\lambda\{a \Rightarrow x, b \Rightarrow y, c \Rightarrow z\} \cdot M)\left\{c \Rightarrow N_{1}, d \Rightarrow N_{2}, a \Rightarrow N_{3}\right\} \\
= & \left(\lambda_{a} x \cdot \lambda_{b} y \cdot \lambda_{c} z \cdot M\right) \widehat{c} N_{1} \widehat{d} N_{2} \widehat{a} N_{3} \\
\rightarrow_{3} & \left(\lambda_{a} x \cdot\left(\left(\lambda_{b} y \cdot \lambda_{c} y \cdot M\right) \widehat{c} N_{1}\right)\right) \widehat{d} N_{2} \widehat{a} N_{3} \\
\rightarrow_{2} & \left(\lambda_{a} x \cdot\left(\left(\lambda_{b} y \cdot \lambda_{c} y \cdot M\right) \widehat{c} N_{1}\right)\right) \widehat{a} N_{3} \widehat{d} N_{2} \\
\rightarrow_{\beta} & \left(\lambda_{b} y \cdot \lambda_{c} z \cdot\left[N_{3} / x\right] M\right) \widehat{c} N_{1} \widehat{d} N_{2} \\
\rightarrow 3 & \left(\lambda_{b} y \cdot\left(\left(\lambda_{c} z \cdot\left[N_{3} / x\right] M\right) \widehat{c} N_{1}\right)\right) \widehat{d} N_{2} \\
\rightarrow_{\beta} & \left(\lambda_{b} y \cdot\left(\left[N_{3} / x\right]\left[N_{1} / z\right] M\right) \widehat{d} N_{2}\right) \\
\rightarrow 3 & \lambda_{b} y \cdot\left(\left[N_{3} / x\right]\left[N_{1} / z\right] M \widehat{d} N_{2}\right)
\end{array}
$$

$\beta$ - reduction
( $\beta$ )
$\left(\lambda_{n} x . M\right) \widehat{n} N \rightarrow[N / x] M$
Reordering
(1) $\lambda_{m} x . \lambda_{n} y . M \rightarrow \lambda_{n} y \cdot \lambda_{m-1} x . M \quad m>n$
(2) $M \widehat{m} N_{1} \widehat{n} N_{2} \rightarrow M \widehat{n} N_{2} \widehat{m-1} N_{1} \quad m>n$
(3) $\left(\lambda_{m} x \cdot M\right) \widehat{n} N \rightarrow \lambda_{m-1} x .(M \widehat{n} N) \quad m>n, x \notin F V(N)$
(4) $\left(\lambda_{m} x \cdot M\right) \widehat{n} N \rightarrow \lambda_{m} x .\left(M_{\widehat{n-1}} N\right) \quad m<n, x \notin F V(N)$

Figure 2.2: Reduction rules for numerical selective $\lambda$-calculus

### 2.1.4 A lambda-calculus with moving indexes

In this calculus we can selectively apply a function on any of its arguments, according to its apparent position.

For an unlabeled expression, the apparent position of an abstractor is intuitively defined as the number of times we have to apply this expression in order to have the abstractor applied to the desired argument. For instance, in $\lambda x . \lambda y . \lambda z . M$, the apparent position of the abstractor of $z$ is 3 , but in $\lambda x \cdot(\lambda y \cdot \lambda z \cdot M) N$ it is 2 . As a consequence, apparent positions do not change when we reduce an expression. When we add labels, we want to keep this property.

Definition 2.2 (numeric) Numerical selective $\lambda$-calculus takes its labels from $\mathcal{N}=\mathbb{N}-$ $\{0\}$. Reduction rules on terms modulo $\alpha$-conversion are given in Figure 2.2.

Definition 2.3 (apparent position) The apparent position of an abstractor in a term $M$ is $n$ such that $M \widehat{n} N$ associates this abstractor and $N$ (makes them to be $\beta$-reduced together eventually).

Well-definedness of apparent positions is guaranteed by confluence. Of course, if an abstractor is already linked with an applicator in the term, or appears in the right-hand of an application, it has no apparent position.

Corrolary 2.2 The numerical selective $\lambda$-calculus is confluent.
PROOF Consequence of the proof for selective $\lambda$-calculus.
We can now relate apparent positions to the absolute positions of our relative vs. absolute dichotomy. The idea is that when we apply $M$ to the tuple $\left\{n_{1} \Rightarrow N_{1}, \ldots, n_{k} \Rightarrow N_{k}\right\}$, the $n_{i}$ 's, which are absolute positions in the above definition, are the apparent positions in $M$ of the abstractors they aim at. Similarly, in $\lambda\left\{n_{1} \Rightarrow x_{1}, \ldots, n_{k} \Rightarrow x_{k}\right\} . M, x_{i}$ has apparent position $n_{i}$. As a result, we have

$$
\left(\lambda\left\{n_{1} \Rightarrow x_{1}, \ldots, n_{k} \Rightarrow x_{k}\right\} \cdot M\right)\left\{n_{1} \Rightarrow N_{1}, \ldots, n_{k} \Rightarrow N_{k}\right\} \xrightarrow{*}\left[N_{i} / x_{i}\right]_{i=1}^{k} M
$$

and the order of bindings in records is free, as one would expect.

Example 2.2 Numerical indexes

$$
\begin{array}{ll} 
& (\lambda\{2 \Rightarrow x, 1 \Rightarrow y, 4 \Rightarrow z\} \cdot M)\left\{4 \Rightarrow N_{1}, 6 \Rightarrow N_{2}, 2 \Rightarrow N_{3}\right\} \\
= & \left(\lambda_{2} x \cdot \lambda_{1} y \cdot \lambda_{2} z \cdot M\right) \widehat{4} N_{1} \widehat{5} N_{2} \widehat{2} N_{3} \\
\rightarrow_{4} & \left(\lambda_{1} y \cdot \lambda_{1} x \cdot \lambda_{2} z \cdot M\right) \widehat{4} N_{1} \widehat{5} N_{2} \widehat{2} N_{3} \\
\rightarrow 7 & \left(\lambda_{1} y \cdot\left(\left(\lambda_{1} x \cdot \lambda_{2} z \cdot M\right) \widehat{3} N_{1}\right)\right) \widehat{5} N_{2} \widehat{2} n_{3} \\
\rightarrow_{5} & \left(\lambda_{1} y \cdot\left(\left(\lambda_{1} x \cdot \lambda_{2} z \cdot M\right) \widehat{3} N_{1}\right)\right) \widehat{2} N_{3} \widehat{4} N_{2} \\
\rightarrow_{7} & \left(\lambda_{1} y \cdot \lambda_{1} x \cdot\left(\left(\lambda_{2} z \cdot M\right) \widehat{2} N_{1}\right)\right) \widehat{2} N_{3} \widehat{4} N_{2} \\
\rightarrow_{\beta} & \left(\lambda_{1} y \cdot \lambda_{1} x \cdot\left[N_{1} / z\right] M\right) \widehat{2} N_{3} \widehat{4} N_{2} \\
\rightarrow 7 & \left(\lambda_{1} y \cdot\left(\left(\lambda_{1} x \cdot\left[N_{1} / z\right] M\right) \widehat{\imath} N_{3}\right)\right) \widehat{4} N_{2} \\
\rightarrow_{\beta} & \left(\lambda_{1} y \cdot\left[N_{3} / x\right]\left[N_{1} / z\right] M\right) \widehat{4} N_{2} \\
\rightarrow 7 & \lambda_{1} y \cdot\left(\left[N_{3} / x\right]\left[N_{1} / z\right] M \widehat{3} N_{2}\right)
\end{array}
$$

### 2.1.5 A first way to combine these two systems

Intuitively it would be interesting to get in one calculus both the power of symbolic and numeric selective $\lambda$-calculi.

For this we take $\mathcal{L}$ to be the disjoint union of the two sets $\mathcal{N}$ of numeric, and $\mathcal{S}$ of symbolic labels. Namely, $\mathcal{N}$ is ordered with the natural number ordering, that we shall write $<_{\mathcal{N}} ; \mathcal{S}$ is ordered with a linear order that we write $<_{\mathcal{S}}$; and, $\mathcal{L}$ is ordered by the order $<_{\mathcal{L}}$ such that $<_{\mathcal{L}}=<_{\mathcal{N}}$ on $\mathcal{N},<_{\mathcal{L}}=<_{\mathcal{S}}$ on $\mathcal{S}$, and $\forall(n, p) \in \mathcal{N} \times \mathcal{S}, n<_{\mathcal{L}} p$. In other words, all numeric labels are less than all symbolic labels.

Our set of rule is the union of symbolic (Fig. 2.1) and numeric (Fig. 2.2) rules applied to their respective sets of labels, and the three following rules, which just generalize symbolic ones to handle conflicts with numeric labels, in conformity with our new order.

$$
\begin{array}{ll}
\left(1^{\prime}\right) & \lambda_{a} x \cdot \lambda_{n} y \cdot M \rightarrow \lambda_{n} y \cdot \lambda_{a} x \cdot M \\
\left(2^{\prime}\right) & M \widehat{a} N_{1} \widehat{n} N_{2} \rightarrow M \widehat{n} N_{2} \widehat{a} N_{1} \\
\left(3^{\prime}\right) & \left(\lambda_{a} x \cdot M\right) \widehat{n} N \rightarrow \lambda_{a} x \cdot(M \widehat{n} N) \quad x \notin F V(N)
\end{array}
$$

We call this system flat selective $\lambda$-calculus. Again it is confluent.
Corrolary 2.3 The flat selective $\lambda$-calculus is confluent.
PROOF Consequence of the proof for selective $\lambda$-calculus.
We considered for a long time the flat calculus as the best balanced of these calculi, since it includes both symbolic and numeric calculi in a coherent way. Indeed most of the terms one would write can be expressed in it. However it appears that a stronger one includes it conservatively, and we will rather chose that one as "fundamental" calculus.

### 2.2 The selective $\lambda$-calculus

### 2.2.1 Definition

### 2.2.1.1 Syntax

Selective $\lambda$-calculus combines orthogonally symbolic and numerical selective $\lambda$-calculi. Its set of labels is $\mathcal{L}=\mathcal{S} \times \mathcal{N}$. ${ }^{1}$ The order induced on labels is the lexicographical one: $a<_{\mathcal{S}} b \Rightarrow a m<_{\mathcal{L}} b n$ and $m<_{\mathcal{N}} n \Rightarrow a m<_{\mathcal{L}} a n$.

$$
M::=x\left|\lambda_{a n} x . M\right| M_{a n}^{\widehat{a n}} M^{\prime}
$$

[^3]The set of selective $\lambda$-terms (considered modulo $\alpha$-conversion) is $\Lambda$. We use $a, b$ for symbols (or channels), $m, n$ for numbers (or indexes), and $p, q$ for labels formed of a couple (channel,index).

### 2.2.1.2 Substitutions

Substitution of variables by $\lambda$-expressions needs the same precautions as in $\lambda$-calculus and obeys exactly the same rules. As usual, we use the equal sign $(=)$ to mean syntactic equality modulo $\alpha$-conversion, defining $\alpha$-conversion as for classical $\lambda$-calculus.

Let $\mathrm{FV}(M)$ be the set of free variables in $M$, defined as usual in lambda calculus. The expression $[N / x] M$ denotes the term obtained by replacing all the free occurrences of a variable $x$ by $N$ in (an appropriate $\alpha$-renaming of) $M$. That is,

$$
\begin{array}{ll}
{[N / x] x} & =N \\
{[N / x] y} & =y \quad \text { if } y \in \mathcal{V}, y \neq x \\
{[N / x]\left(M_{1} \widehat{p} M_{2}\right)} & =\left([N / x] M_{1}\right) \widehat{p}\left([N / x] M_{2}\right) \\
{[N / x]\left(\lambda_{p} x \cdot M\right)} & = \\
{[N / x]\left(\lambda_{p} y \cdot M\right)} & = \\
& \lambda_{p} y \cdot[N / x] M \\
{[N / x]\left(\lambda_{p} y \cdot M\right)} & \quad \begin{aligned}
\text { if } y \neq x
\end{aligned} \\
& \lambda_{p} z \cdot[N / x][z / y] M
\end{array} \quad \text { and } y \notin \operatorname{FV}(N) .
$$

### 2.2.1.3 Reductions

The reduction system is the combination in Figure 2.3. We call weak reordering the system excepting $\beta$-reduction.

This may look complex, but one can see reordering rules as structural equalities, and then we have $\beta$-reduction as unique reduction rule. One might wonder about why then we do not adopt this view, and separate completely reordering from $\beta$-reduction. The answer is that to define from the beginning reordering as a structural equivalence, we would need a good understanding of what is a term modulo reordering. As a matter of fact, we can define it, using a monoid of records. But it would be as complex, and term structure harder to grasp. So, it is probably more convincing to first verify the confluence on a simple structure, and then trivially extend it to the equational one.

Since the combination is orthogonal (symbolic and numeric labels work on two independent levels), confluence is inherited from the two previous systems.

Theorem 2.1 The selective $\lambda$-calculus is confluent.
PROOF in Section 2.3.
To let this system include the symbolic and numerical sub-calculi, we will identify a symbol $a$ with the label $(a, 1)$ and an index $n$ with the label $(\epsilon, n)$. Remark that the default label to encode classical $\lambda$-calculus terms is now $(\epsilon, 1)$.

### 2.2.2 Entity syntax

To emphasize the similarity between abstraction and application we define a new notation for the first.

$$
\lambda_{p} x \cdot M=M_{p}^{\vee} x
$$

$$
\beta-\text { reduction }
$$

$\left(\lambda_{p} x \cdot M\right) \widehat{p} N \rightarrow[N / x] M$
Symbolic reordering
(1) $\lambda_{a m} x \cdot \lambda_{b n} y \cdot M \rightarrow \lambda_{b n} y \cdot \lambda_{a m} x \cdot M \quad a>b$
(2) $M \widehat{a m} N_{1} \widehat{b n} N_{2} \rightarrow M \widehat{b n} N_{2} \widehat{a m} N_{1} \quad a>b$
(3) $\left(\lambda_{a m} x \cdot M\right)_{\widehat{b n}} N \rightarrow \lambda_{a m} x .\left(M_{\widehat{b n}} N\right) \quad a \neq b, x \notin F V(N)$

Numeric reordering
(4) $\lambda_{a m} x \cdot \lambda_{a n} y \cdot M \rightarrow \lambda_{a n} y \cdot \lambda_{a m-1} x \cdot M \quad m>n$
(5) $M_{a m}^{\widehat{a m}} N_{1} \widehat{a n} N_{2} \rightarrow M_{a n}^{\widehat{a n}} N_{2} \widehat{a m-1} N_{1} \quad m>n$
(6) $\left(\lambda_{a m} x \cdot M\right) \widehat{a n} N \rightarrow \lambda_{a m-1} x .(M \widehat{a n} N) \quad m>n, x \notin F V(N)$
(7) $\left(\lambda_{a m} x \cdot M\right) \widehat{a n} N \rightarrow \lambda_{a m} x \cdot\left(M_{a n-1} N\right) \quad m<n, x \notin F V(N)$

Figure 2.3: Reduction rules for selective $\lambda$-calculus
for any $p \in \mathcal{L}, x \in \mathcal{V}, M \in \Lambda$.
As a result, $\beta$-reduction becomes:

$$
M_{p}^{\vee} x \hat{p}^{\vee} N \rightarrow_{\beta} M[x \backslash N]
$$

where it is natural to write substitutions on the right side of terms.
We can redefine more clearly the notions we introduced for the generic syntax, and introduce some new ones.

Definition 2.4 (entity) An entity (in $\Gamma$ ), either an applicator or an abstractor, is a pair of an operator $(\hat{p}$ or $\stackrel{\vee}{v}$ for some $p \in \mathcal{L})$ and a term for applications, a variable for abstractions.

We chose here the term abstractor rather than the usual binder to emphasize on the presence of a label. Then we can call binder the variable of an abstractor, that is the $x$ in ${ }_{p}^{\vee} x$.

Definition 2.5 (head and spine) We distinguish in a term its head and its spine. Any selective $\lambda$-term can be written

$$
x \odot P=\left(\ldots\left(x e_{1}\right) \ldots\right) e_{n}
$$

where the head $x$ is a variable and the spine $P$ an entity sequence $\left(e_{1}, \ldots, e_{n}\right) \in \Gamma^{*}$. $\iota_{P}\left(e_{k}\right)=n-k$ is the position of $e_{n}$ in $P$ (counting from the right).

- For any entity sequence $P$ in $\Gamma^{*}$ we define $B V(P)$, the set of variables bounded by $P$, that is the set of variables abstracted by the roots of the entities forming $P$. For any $M$ in $\Lambda$, any occurrence of a variable of $B V(P)$ in $M$ is bound in $M \odot P$.
- We note $P \cdot Q$ the concatenation of two entity sequences, and have $M \odot(P \cdot Q)=$ $(M \odot P) \odot Q$.

Example 2.3 In the term $x \hat{p}_{p} z_{q}^{\vee} x{ }_{q}^{\vee} y, x$ is the head and $P=\hat{p} z_{q}^{\vee} x_{q}^{\vee} y$ the spine. $B V(P)$ is $\{x, y\}$ and $F V(P)$ is $\{z\}$.

This notation will simplify many proofs. We will use indifferently the two notations in the following.

### 2.3 Proof of confluence

### 2.3.1 Pseudo-reduction

### 2.3.1.1 Rules

Pseudo-reduction rules are intended to make reordering systems confluent in the absence of $\beta$-reduction. They promote the formation of new reordering redexes by commutation over $\beta$-redexes. The idea is that, without $\beta$-reduction, $\beta$-redexes just sit there, presenting "obstacles" to the formation of reordering redexes. Hence, we need pseudoreduction rules to simulate the promotion of reordering redexes that would appear if the $\beta$-reduction had been performed. We simulate that effect by having a labeled entity "jump" into, or out of, the body of the abstraction part of a $\beta$-redex through its " $\lambda$-membrane" and seek reordering on the other side of that membrane. There are two cases: (a) one corresponding to having an applicator jump "into" the body of the abstraction part of a $\beta$-redex, and $(b)$ the other corresponding to having an abstractor jump "out of" it. Namely,
(a) $M \underset{p}{\vee} x \hat{p} N_{1} \hat{q} N_{2} \rightarrow M \underset{q}{\hat{q}} N_{2} \underset{p}{\vee} x \hat{p} N_{1} \quad x \notin F V\left(N_{2}\right)$
(b) $\quad M_{q}^{\vee} y_{p}^{\vee} x \hat{p} N \rightarrow M \underset{p}{\vee} x \hat{p} N \stackrel{\vee}{\vee} y \quad y \notin F V(N)$

Example 2.4 If we use only reordering rules, $\left(\lambda_{1} x \cdot \lambda_{2} y . x \hat{1} y\right) \hat{2} a \hat{1} b$ can be reduced by Rules (7) and (6) yielding $A=\left(\lambda_{1} x \cdot \lambda_{1} y \cdot x \hat{1} y \hat{1} a\right) \hat{1} b$. It can also be reduced by Rule (5) to $B=\left(\lambda_{1} x \cdot \lambda_{2} y \cdot x \hat{1} y\right) \hat{1} b \hat{1} a$. Both terms $A$ and $B$ are normal forms with respect to reordering. We need pseudo-reduction to recover confluence. Namely, applying Rule (a) to $B$ promotes the appearance of a redex for Rule (6), which yields $A$.

### 2.3.1.2 Pseudo-reduced form equivalence (PRF)

Since some critical pairs appear between reordering rules, we introduce an equivalence relation that unifies their results. Confluence of the reordering part of the system can only be considered under this equivalence.

Definition 2.6 (PRF-equivalence) If $x \notin F V\left(N_{1}\right)$ and $y \notin F V\left(N_{2}\right)$ then

$$
M_{q}^{\vee} y \hat{q}_{q} N_{1} \underset{p}{\vee} x \hat{p} N_{2} \leftrightarrow M \underset{p}{\vee} x \hat{p} N_{2}{\underset{q}{\vee} y \hat{q} N_{1}}^{\wedge}
$$

For any $M, x, N$,

$$
M_{a m}^{\vee} x \hat{a m} N \leftrightarrow M \underset{a n}{\vee} x \hat{a n} N
$$

Example 2.5 Consider the term $A=M \underset{1}{\vee} x \underset{2}{\vee} y \underset{2}{ } N \hat{1} N^{\prime}$. If we exclude $\beta$-reduction, we can still apply either rule (4) or (5), yielding to $B=M{ }_{1}^{\vee} y 1_{1}^{\vee} x \hat{2} N \hat{1} N^{\prime}$ or $C=M 1_{1}^{\vee} x{ }_{2}^{\vee} y \hat{1} N^{\prime} \hat{1} N$, which by (7) and (6) give $B^{\prime}=M \underset{1}{\vee} y \hat{1} N 1_{1}^{V} x \hat{1} N^{\prime}$ and $C^{\prime}=M 1_{1}^{V} x \hat{1} N^{\prime} 1_{1}^{V} y \hat{1} N$. No reordering rule can recover confluence between $B^{\prime}$ and $C^{\prime}$, but they are PRF equivalent.

The necessity for the second equation is more subtle, but is linked to the use of pseudo-reductions.

Combining these two we can see that PRF equivalence makes both order and symbolic part of labels irrelevant for locally associated pairs (cf. Def. 2.8), as long as variable dependencies are satisfied.

### 2.3.2 Combined systems and restricted reductions

We will first distinguish reordering rules, and prove properties of those alone. To do this we have to add some rules to preserve confluence: pseudo-reductions (a) and (b). So the system we are really interested in is weak reordering combined with pseudo-reduction. We will call it the reordering system.

An order normal form is a normal form for the reordering system.
A stable reordering is a reordering where pseudo-reduction is prefered to weak reordering for critical pairs.

Intermediate statements will be done on the system called $\beta$-reordering. It is $\beta$ reduction on order normal forms, where the result of each step is normalized by the reordering system.

A last system, the label-parallel system, which makes the link between selective $\lambda$ calculus and $\beta$-reordering, is the combination of all rules, and the stable label-parallel system includes the same restriction as stable reordering.

For each of these reduction systems, we shall use the symbol $\rightarrow$ to indicate a single reduction step using any of system's rules, and $\rightarrow_{r}$ if the rule uses Rule ( $r$ ). When unconcerned by termination, we shall accept the step $(M \rightarrow M)$ in this relation. As usual, $\xrightarrow{*}$ is the reflexive and transitive closure, also possibly subscripted. Given a reduction strategy $\varrho$, we will use the symbol $\triangleright_{\varrho}$ to denote the subrelation of $\xrightarrow{*}$ using only $\varrho$-reduction steps. For example, $\triangleright_{s t b}$ for stable reorderings, $\triangleright_{m c d}$ for minimal complete developments, etc...

For many of these systems confluence will be considered modulo pseudo-reduced form equivalence. Here is the definition, as given in [Hue80].

Definition 2.7 (confluent modulo) We say that the relation $\rightarrow$ is confluent modulo $\sim$ iff

$$
\left(\forall x y x^{\prime} y^{\prime}\right) x \sim y \wedge x \xrightarrow{*} x^{\prime} \wedge y \xrightarrow{*} y^{\prime} \Rightarrow(\exists \overline{x y}) x^{\prime} \xrightarrow{*} \bar{x} \wedge y^{\prime} \xrightarrow{*} \bar{y} \wedge \bar{x} \sim \bar{y} .
$$

### 2.3.3 Confluence of the reordering system

Before going on it may be good to have an idea of what an order normal form looks like, but first we need a basic definition.

Definition 2.8 (associated) An abstractor and an applicator are said to be locally associated when they match $\beta$-reduction, namely ${ }_{p}^{\vee} x$ and $\hat{p} N$ in $M \underset{p}{\vee} x \hat{p} N$. They are locally free if they do not. They are associated if a reordering can bring them to this state, free otherwise.

Proposition 2.1 The general structure of an order normal form is:

$$
\begin{aligned}
& x \hat{p_{1}} N_{1} \ldots \hat{p_{j}} N_{j} \stackrel{\vee}{q_{k}} y_{k} \widehat{q_{k}} K_{k} \ldots \hat{q_{1}} y_{1} \widehat{q_{1}} K_{1} \stackrel{v}{r_{l}} x_{l} \ldots \hat{r_{1}} x_{1} \\
& \text { where } p_{i} \leq p_{i+1}, r_{i} \leq r_{i+1}, N_{i} \text { 's and } K_{i} \text { 's are in order normal form. }
\end{aligned}
$$

PROOF Thanks to rules (3),(6),(7) and pseudo-reductions, in each spine, all locally free applicators (resp. abstractors) have to be on the left of all absractors (resp. on the right of all applicators).

By rules (1) and (4) free abstractors must have decreasing labels; and by rules (2) and (5) free applicators must have growing ones.

Locally associated abstractors and applicators stay by pair with the same label.
Then next lemma is essential, since it allows us to consider reordering as a reduction on independent spines rather than terms.

Lemma 2.1 (Stability of entities) The reordering rules (1)-(7),(a), (b) do not produce any labeled entities nor do they destroy any. Moreover, a labeled entity stays on the same spine after any reordering rule application, and only the numeric part of its label may change.

PROOF A quick look at the rules shows that none moves an entity from a spine in the set of spines of a term to another one. Moreover, it is even possible to track entities through the transformations, considering that those entities corresponding to the same label occurrence on the two sides of the rule are in fact identical up to variable renaming details (by "same label occurrence" we include $m$ and $m-1, n$ and $n-1$ ).

Now we can give a new, and more general definition of the notion of apparent position. We base it on shifting.

Definition 2.9 (shifting) To each spine $P$ we associate a shifting function $\phi(P)$ defined as follows. It corresponds to pushing right ${ }_{a m}{ }_{x}$ through $P$, using reordering rules bidirectionally.

$$
\begin{array}{llll}
\phi()(a m) & =a m & & \\
\phi(\stackrel{\vee}{b k} y \cdot P)(a m) & =\phi(P)(a m) & & a \neq b \\
\phi(\hat{b k} N \cdot P)(a m) & =\phi(P)(a m) & & a \neq b \\
\phi(a n y \cdot P)(a m) & =\phi(P)(a m) & & m<n \\
\phi(\hat{a n} y \cdot P)(a m) & =\phi(P)(a m+1) & m \geq n \\
\phi(\hat{a n} N \cdot P)(a m) & =\phi(P)(a m) & & m<n \\
\phi(\hat{a n} N \cdot P)(a m) & =\phi(P)(a m-1) & m>n
\end{array}
$$

$\phi(P)(a m)$ is undefined iff our abstractor bumps into an applicator with same label in $P$. Similarly $\phi^{-1}(P)(a m)$ is uniquely defined and corresponds to pushing left $\hat{a m} N$ through $P$; it is undefined iff our applicator bumps into an abstractor with same label.

Proposition 2.2 (shifting) $a$. $\phi$ is compositional: $\phi(P \cdot Q)=\phi(Q) \circ \phi(P)$.
b. $\phi^{-1}(P)=\phi(\bar{P})$ where $\bar{P}$ is the dual of $P$.

$$
\begin{aligned}
\overline{P \cdot Q} & =\bar{Q} \cdot \bar{P} \\
\bar{\vee} x & =\hat{a n} x \\
\frac{a n}{\hat{a n} N} & =\stackrel{v}{ } x_{N}
\end{aligned}
$$

PROOF
a. by the recursivity of the definition.
b. by verifying cases 5 and 7 of the definition exchange correctly, and by compositionality of $\phi$.

Definition 2.10 (apparent position) The apparent position of $\stackrel{\vee}{v} x$ in $P=P_{1} \cdot{ }_{a n}^{\vee} x \cdot P_{2}$ is $\pi_{P}\left({ }_{a n} x\right)=\phi\left(P_{2}\right)(a n)$. That of $\hat{a n} N$ is $P=P_{1} \cdot \hat{a n} N \cdot P_{2}$ is $\pi_{P}(\hat{a n} N)=\phi^{-1}\left(P_{1}\right)(a n)$.

We will have to verify that this new definition matches the precedent. This is in fact equivalent to having the following static association match previous association.

Definition 2.11 (static association) An abstractor ${ }_{a m}^{\vee} x$ and an applicator $\hat{a n} N$ are said to be statically associated when they belong to the same spine $P \cdot{ }_{a m}^{v} x \cdot Q \cdot \hat{a n} N \cdot R$ and $\phi(Q)(a n)=a m$.

What intuitionally this definition does is using $\phi$ to simulate a reordering moving $\underset{a}{v} x$ outwards. If this simulation succeeds in meeting $\hat{a n} N$ with an abstractor ${ }_{a n} x$, then they are statically associated.

The following lemma is the most important of this subsection. It proves all at once that apparent positions are invariant, static association too, and that it is association.

## Lemma 2.2 Apparent positions are conserved by reordering.

PROOF We only study the case for an abstractor, since we can extend to applicators by duality (Proposition 2.2b, all reordering rules being symmetrical w.r.t. abstractors and applicators).

In $P \cdot \underset{a m}{v} x \cdot Q$, we have three possible positions of the reordering redex:

1. either the redex is included in $P$, and has no effect on the apparent position,
2. either it is included in $Q=Q_{1} \cdot R \cdot Q_{2}$, with $R$ the redex, and we need to prove that $\phi\left(R^{\prime}\right)=\phi(R)$, since $\phi(Q)=\phi\left(Q_{2}\right) \circ \phi(R) \circ \phi\left(Q_{1}\right)$,
3. either it contains $\stackrel{\vee}{a m} x$.

We first prove that for any reordering redex $R, \phi\left(R^{\prime}\right)(c k)=\phi(R)(c k)$. We proceed by case on the rules:

- Symbolic rules. We only detail the first one: $\stackrel{\vee}{b n} y \underset{a m}{\vee} x \rightarrow a{ }_{m}^{\vee} x \stackrel{\vee}{b n} y$. If $c \neq a$ and $c \neq b$ then $\phi\left(R^{\prime}\right)(c k)=\phi(R)(c k)=c k$. If $c=a$ then $\phi\left(R^{\prime}\right)(a k)=\phi(R)(a k)=\phi\left(a{ }_{m}^{v} x\right)(a k)$. Resp. for $c=b$.
Others use the same argument (one interference in maximum, and invariant).
- Numeric rules. If $c \neq a$ then there is no interference: $\phi\left(R^{\prime}\right)(c k)=\phi(R)(c k)=c k$. Otherwise we calculate the interference case by case.

| (4) | $\phi\left(\stackrel{\vee}{\wedge} y_{\text {a }}{ }^{\vee} \mathrm{m} x\right)(a k)$ |  |  |
| :---: | :---: | :---: | :---: |
| $k \geq m-1 \geq n$ | $\phi\left({ }^{\vee} \mathrm{m} x\right)(a k+1)$ | $=a k+2=$ | $\phi\left({ }^{\vee}\right.$ |
| $m-1>k \geq$ |  | $=a k+1=$ | $\phi\left({ }^{\vee}\right.$ |
| $m-1 \geq n>k$ | $\phi(\stackrel{\vee}{m} x)(a k)$ | $=a k=$ | $\phi\binom{\vee}{\vee}(a k)$ |
| (5) | $\phi\left(\hat{a m} N_{1} \hat{a n} N_{2}\right)(a k)$ |  | $\phi\left(\hat{a n} N_{2} \hat{a m-1} N_{1}\right)(a k)$ |
| $k>m>n$ | $\phi\left(\hat{a n} N_{2}\right)(a k-1)$ | $a k-2$ | $\phi\left(a \hat{m-1} N_{1}\right)(a k-1)$ |
| $m>k>n$ | $\phi\left(\hat{a n} N_{2}\right)(a k)$ | $=a k-1=$ | $\phi\left({ }_{\text {a }}{ }^{\wedge}-1 N_{1}\right)(a k-1)$ |
| $m>n>k$ | $\phi\left(\hat{a n} N_{2}\right)(a k)$ | $=a k=$ | $\phi\left(a \hat{m-1} N_{1}\right)(a k)$ |
| (6) |  |  | $\phi(\hat{a n} N \stackrel{\vee}{a m-1} x)(a k)$ |
| $k \geq m>n$ | $\phi(\hat{a n} N)(a k+1)$ | $=a k$ | $\phi(a m-1)(a k-1)$ |
| $m>k>n$ | $\phi(\hat{a n} N)(a k)$ | $=a k-1=$ | $\phi\left(a{ }^{\vee}-1 x\right)(a k-1)$ |
| $m>n>k$ | $\phi(\hat{a n} N)(a k)$ | $=a k=$ | $\phi\left({ }_{m-1}{ }^{\vee} x\right)(a k)$ |
| (7) |  |  | $\phi\left(\underset{a n-1}{ } N_{a m}^{\vee} x\right)(a k)$ |
| $k>n-1 \geq m$ | $\phi(\hat{a n} N)(a k+1)$ | $=a k=$ | $\phi(\stackrel{\vee}{\square} x)(a k-1)$ |
| $n-1>k \geq m$ | $\phi(\hat{a n} N)(a k+1)$ | $=a k+1=$ | $\phi(\underset{\sim}{\vee}-1 x)(a k)$ |
| $n>m>k$ | $\phi\left(\hat{a n}^{\wedge} N\right)(a k)$ | $a k=$ | $\phi\left({ }_{m-1}{ }^{\text {a }} x\right)(a k)$ |

- Pseudo-reductions. For any pair $P=\underset{a n}{\vee} x$ an $N, \phi(P)=I d$ : this is clear for a label with a different symbolic part. Otherwise, either $m<n$, and $\phi(P)(a m)=\phi($ an $N)(a m)=a m$, or $m \geq n$, and $\phi(P)(a m)=\phi(\hat{a n} N)(a m+1)=a m$.
As a result, since pseudo-reductions do not change indexes, $\phi\left(R^{\prime}\right)=\phi(R)=\phi\left(\hat{q} N_{2}\right)$ (resp. $\phi\binom{\vee}{q}$ ).

When the reordering redex contains $\underset{a m}{\vee} x$, we verify that they stay associated. Pseudoreductions and symbolic reordering are clearly not a problem, since the former moves a locally assocated pair, with no effect on $\phi$, and the later move an entity with a different symbolic part.

For the numeric rules we just remark that $\phi$ simulates a reduction moving ${ }_{a m}{ }^{\vee} x$ outwards, using the rules bidirectionally. As such all steps are either the actual simulated step (outward) or its opposite (inward), and naturally static association is conserved.

Corrolary 2.4 Static associations are conserved by reordering. Static association is association.

PROOF The spine is $P \cdot{ }_{a m}^{\vee} x \cdot Q \cdot \hat{a n} N \cdot R$.
When the reordering redex contains both $\underset{a m}{\vee} x$ and $\hat{a n} N$, this is a pseudo-reduction, and they stay locally associated, which is statically associated.

When the reordering redex is contained in $P \cdot \stackrel{\vee}{a} x \cdot Q$, we apply Lemma 2.2 on it.
Otherwise we apply the lemma on $Q \cdot \hat{a n} N \cdot R$.
Moreover, by Proposition 2.1, in an order normal form all entities are either free or locally associated. So, statically associated entities associated.

Reciprocally, since statically free entities have an apparent position out of the spine, they cannot be associated. As such all associated entities are statically associated.

With these lemma and corollary we easily prove the confluence of reordering modulo PRF equivalence, once we have termination.

Proposition 2.3 The reordering system in Noetherian.
PROOF We define a mesure on spines by the following ordered pair (remember that positions $\left(\iota_{P}\right)$ in a spine start from the right):

$$
\begin{aligned}
\mu(P)= & \left(\mid\left\{\left(e, e^{\prime}\right) \in P \mid e \text { abstractor, } e^{\prime} \text { applicator, } \iota_{P}(e)>\iota_{P}\left(e^{\prime}\right)\right\} \mid,\right. \\
& \mid\left\{\left(e, e^{\prime}\right) \in P \mid e, e^{\prime} \text { abstractors, } \iota_{P}(e)>\iota_{P}\left(e^{\prime}\right), \pi_{P\left[e, e^{\prime}\right]}(e)<\pi_{P\left[e, e^{\prime}\right]}\left(e^{\prime}\right)\right\} \mid \\
& \left.+\mid\left\{\left(e, e^{\prime}\right) \in P \mid e, e^{\prime} \text { applicators, } \iota_{P}(e)>\iota_{P}\left(e^{\prime}\right), \pi_{P\left[e, e^{\prime}\right]}(e)>\pi_{P\left[e, e^{\prime}\right]}\left(e^{\prime}\right)\right\} \mid\right)
\end{aligned}
$$

where $P\left[e, e^{\prime}\right]$ is the sub-spine extracted from $P$ between $e$ an $e^{\prime}$ (included). When one of the $\pi$ 's is not defined, the inequality is considered false.

Now we must prove that this mesure, as lexicographical ordering, decreases.
For the first term this is easy: only rules (3),(6),(7) and pseudo-reductions may change it, and they reduce it.

For the second one we must be more careful, because of the changing sub-spine in $\pi$. But we remark that $\phi(P)$ is strictly monotonous for any $P$, and by compositionality we can extend our sub-spine to the totality of the redex and get the same order. However, a special case arises when this is a pseudo-reduction implying $e$ or $e^{\prime}$ as locally associated. We can no longer use $\phi$. Actually, this may increase the term. However since the first term increased, this does not matter.

Moreover, as needed, rules (1),(4) and (2),(5) decrease respectively the left and right side of the sum, while clearly not changing the other.

Since all rules decrease that mesure, which is well-founded, reordering terminates.

Theorem 2.2 The reordering system is confluent modulo PRF equivalence.
PROOF We prove this property spine by spine, since reordering keeps entities on the same spine ( $c f$. Lemma 2.1).

Since by Proposition 2.3 we know that reordering terminates, we just have to prove that for any spine taken modulo PRF equivalence, its order normal form is unique modulo PRF equivalence.

By Lemma 2.2 and Corrolary 2.4, we know that both apparent positions for free entities, and associations for associated ones, are invariant by reordering. We verify easily that they are invariant by PRF equivalence too.

Moreover Proposition 2.1 gives us the structure of order normal forms. First free abstractor and free applicator parts are entirely specified by there apparent positions, and the ordering on labels. Then PRF equivalence says that the order of locally associated pairs is irrelevant, and the numeric part of their labels too. Since we know by Lemma 2.1 that the symbolic part does not change, that specifies the associated part modulo PRF equivalence. Since all reordering rules respect variable dependencies, they are kept.

As a result order normal forms are completely specified, modulo PRF equivalence, by the original term.

### 2.3.4 Confluence of $\beta$-reordering

Definition 2.12 ( $\beta$-Reordering) A $\beta$-reordering step is a $\beta$-reduction step immediately followed by a stable reordering to order normal form.

Since stable reordering can reduce every time reordering reduces, and reordering is Noetherian and confluent modulo PRF-equivalence, this completely defines a reduction rule on the quotient of order-normal $\lambda$-terms modulo PRF-equivalence. The one-step $\beta$-reordering relation is denoted as $\rightarrow_{\beta \downarrow}$.

Not to worry about renaming problems during reordering, we will assume that all free variables and abstraction variables have distinct names.

For Definition 2.12 to stand we have to prove that PRF-equivalent order-normal expressions are still equivalent after $\beta$-reordering. This is immediate, since PRF-equivalence and $\beta$-reduction are orthogonal: $\beta$-reduction do not separate any association pair, and PRF-equivalence do not separate any $\beta$-redex, nor change variable scoping.

This justifies us in the rest of this subsection, to consider no longer terms, but their equivalence classes modulo PRF equivalence.

From here on, the proof of $\beta$-reordering confluence follows the Martin-Lof-Tait scheme as in [HS86]. By contracting a $\beta$-redex, we mean applying the corresponding step of $\beta$ reduction.

Still, the definition of $\beta$-redex has to be changed to let us work with equivalence classes: with the classical one, two redexes could be different and mutually included in one another.

Definition 2.13 ( $\beta$-redex) $\operatorname{In}\left(\lambda_{p} x .(z \odot P)\right) \widehat{p}$ only are included in the $\beta$-redex the associated pair, $z$ and the entitities of $P$ selected by the following process.

1. We start with $V_{0}=\{x\}$, and parse from the right.
2. If the $n^{\text {th }}$ entity is an applicator $\hat{q} N$, and $F V(N)$ contains variables in $V_{n-1}$, then we select it. Otherwise it is not part of the redex.
3. If the $n^{\text {th }}$ entity is an abstractor ${ }_{q}^{\vee} y$, if it is associated in $P$ with a selected applicator, then we select it and $V_{n}=V_{n-1} \cup\{y\}$. Otherwise it is not part of the redex, and $V_{n}=V_{n-1} \backslash\{y\}$.

With this definition we get out of the redex all entities which could escape by a reordering (for abstractors), or be inserted by a reordering (for applicators).

As a result, this definition allows us to use any selective $\lambda$-term as a representative for the equivalence class of its order normal form modulo PRF equivalence: reordering does not modify such $\beta$-redexes.

We note $M \downarrow$ this equivalence class for a selective $\lambda$-term $M$. However we will abbreviate it in simply $M$ for the rest of this subsection (except Lemma 2.3, Corollary 2.5 and Proposition 2.4 ), and work modulo reordering, proving in Lemmas 2.3, 2.4, 2.6 and Corollary 2.5 that this does not give us wrong intuitions on the structure of reductions: Lemmas 2.3 and Corollary 2.5 proves that substitution and $\beta$-reordering commute with full reordering, Lemma 2.4 that we can still induce on the structure of terms before reoprdering, and Lemma 2.6, enunciated later, a property about postponment of reductions.

Lemma 2.3 (Substitution) Reordering before or after a substitution does not change the result.

$$
[N / x] M=[N / x] M \downarrow
$$

PROOF We shall only consider whether heads of spines will be substituted or not. In each spine where it is substituted, we can conclude by confluence of reordering (reordering the outer part of the spine and then introducing the end is equivalent to reordering directly the whole spinpe). In spines where it is not, there is no problem since they are left unmodified.

Lemma 2.4 (Induction)

$$
\begin{aligned}
& M \rightarrow_{\beta \downarrow} M^{\prime} \Rightarrow \lambda_{p} x . M \rightarrow_{\beta \downarrow} \lambda_{p} x . M^{\prime} \\
& M \rightarrow_{\beta \downarrow} M^{\prime} \Rightarrow M_{\widehat{p}} N \rightarrow_{\beta \downarrow} M^{\prime} \widehat{p} N \\
& N \rightarrow_{\beta \downarrow} N^{\prime} \Rightarrow M_{\widehat{p}} N \rightarrow_{\beta \downarrow} M_{\widehat{p}} N^{\prime}
\end{aligned}
$$

## PROOF

1. $M=\lambda_{p_{1}} x_{1} \ldots \lambda_{p_{n}} x_{n} \cdot M_{1}$, with $M_{1}$ an order-normal form starting with an abstraction and $p_{i} \leq p_{i+1}$. So that $M^{\prime}=\lambda_{p_{1}} x_{1} \ldots \lambda_{p_{n}} x_{n} . M_{1}^{\prime}$, with $M_{1}^{\prime}$ any order-normal expression, and $M_{1} \rightarrow_{\beta \downarrow} M_{1}^{\prime}$. Hence

$$
\begin{aligned}
\lambda_{p} x \cdot M & =\lambda_{p_{1}} x_{1} \ldots \lambda_{p^{\prime}} x \ldots \lambda_{p_{n}} x_{n} \cdot M_{1} \\
& \rightarrow_{\beta \downarrow} \quad \lambda_{p_{1}} x_{1} \ldots \lambda_{p^{\prime}} x \ldots \lambda_{p_{n}} x_{n} \cdot M_{1}^{\prime} \\
& =\lambda_{p} x \cdot M^{\prime}
\end{aligned}
$$

2. If $\widehat{p} N$ is associated then

$$
\begin{array}{rlrl}
M \widehat{p} N & =\left(\lambda_{p_{1}} x_{1} \ldots \lambda_{p^{\prime}} x \ldots \lambda_{p_{n}} x_{n} \cdot M_{1}\right) \widehat{p} N & M_{1} \text { as before } p_{i} \leq p_{i+1} \\
& =\lambda_{p_{1}} x_{1} \ldots \lambda_{p_{n}} x_{n} \cdot\left(\left(\lambda_{p^{\prime}} x \cdot M_{1}\right) \widehat{p}^{\prime} N\right) & \text { (order normal form) } \\
& \rightarrow_{\beta \downarrow} \lambda_{p_{1}} x_{1} \ldots \lambda_{p_{n}} x_{n} \cdot\left(\left(\lambda_{p^{\prime}} x \cdot M_{1}^{\prime}\right)_{p^{\prime}} N\right) & \\
& \left.=\lambda_{p_{1}} x_{1} \ldots \lambda_{p^{\prime}} x \ldots \lambda_{p_{n}} x_{n} \cdot M_{1}^{\prime}\right) \widehat{p} N & \\
& =M_{p}^{\prime} N & &
\end{array}
$$

If $\widehat{p} N$ is not associated then

$$
\begin{aligned}
M_{\widehat{p}} N & =\left(\lambda_{p_{1}} x_{1} \ldots \lambda_{p_{n}} x_{n} \cdot\left(z \widehat{q_{1}} N \ldots \widehat{q_{m}} N_{m} \odot A\right)\right) \widehat{p} N \\
& =\lambda_{p_{1}} x_{1} \ldots \lambda_{p_{n}^{\prime}} x_{n} \cdot\left(z_{\widehat{q_{1}}} N \ldots \widehat{p^{\prime}} N \widehat{q_{m}^{\prime}} N_{m} \odot A\right) \\
& \rightarrow{ }_{\beta \downarrow} \lambda_{p_{1}} x_{1} \ldots \lambda_{p_{n}^{\prime}} x_{n} \cdot\left(Z^{\prime} \widehat{q_{1}} N_{1}^{\prime} \ldots \widehat{p^{\prime}} N \ldots \widehat{q_{m}^{\prime}} N_{m}^{\prime} \odot A^{\prime}\right) \\
& =\left(\lambda_{p_{1}} x_{1} \ldots \lambda_{p_{n}} x_{n} \cdot\left(Z^{\prime} \widehat{q_{1}} N_{1}^{\prime} \ldots \widehat{q_{m}} N_{m}^{\prime} \odot A^{\prime}\right)\right) \widehat{p} N \\
& =M^{\prime} \widehat{p} N
\end{aligned}
$$

where $A$ is the entity associations, $A^{\prime}$ the reduced associations, and $N$ is unchanged because all its variables are free.
3. By independence of spines.

Corrolary 2.5 ( $\beta$-reduction) Reordering before $\beta$-reduction does not change the ordernormal form modulo PRF quivalence.

$$
M \rightarrow_{R} N \wedge M \downarrow \rightarrow_{R} N^{\prime} \Rightarrow N \downarrow=N^{\prime} \downarrow
$$

where $R$ is the redex reduced in $\rightarrow_{R}$.
PROOF Let $M_{\backslash R}$ be the context $M$ without $R$, that is $M_{\backslash R}[R]=M$. By Lemma 2.4, $R \rightarrow_{\beta} R^{\prime}$ implies $M_{\backslash R}[R] \downarrow \rightarrow_{\beta \downarrow} M_{\backslash R}\left[R^{\prime}\right] \downarrow$. But $M_{\backslash R}\left[R^{\prime}\right]=N$ and $M_{\backslash R}\left[R^{\prime}\right] \downarrow=N^{\prime} \downarrow$, so the equality stands.

Definition 2.14 (Residuals) Let $R, S$ be $\beta$-redexes in a selective $\lambda$-term $P$. When $R$ is contracted, let $P$ change to $P$ '. The residuals of $S$ with respect to $R$ are redexes in $P^{\prime}$, defined as follows:

- $R, S$ are non-overlapping parts of $P$. Then contracting $R$ leaves $S$ unchanged. This unchanged $S$ in $P^{\prime}$ is called the residual of $S$.
- $R=S$. Then contracting $R$ is the same as contracting $S$. We say $S$ has no residual in $P^{\prime}$.
- $R$ is part of $S$ and $R \neq S$. Then $S$ has form $\left(\lambda_{p} x . M\right) \widehat{p} N$ and $R$ is in $M$ or in $N$. Contracting $R$ changes $M$ to $M^{\prime}$ or $N$ to $N^{\prime}$, and $S$ to $\left(\lambda_{p} x . M^{\prime}\right) \widehat{p} N$ or $\left(\lambda_{p} x . M\right) \widehat{p} N^{\prime}$; this is the residual of $S$.
- $S$ is part of $R$ and $S \neq R$. Then $R$ has form $\left(\lambda_{p} x . M\right) \widehat{p} N$ and $S$ is in $M$ or in $N$. If $S$ is in $M$, then $S^{\prime}=[x / N] S$. If $S$ is in $N$, then there are as many residuals $S^{\prime}$ of $S$ as there were occurences of $x$ in $M$, and $S^{\prime}=S$.

This case will not happen in our proof.

- $R \neq S$, but $R$ is not part of $S$ and $S$ is not part of $R$. We can handle this as $R$ part of $S$ and $R$ in $M$, by PRF equivalence.

We can read this definition in two ways. If we are working with only $\beta$-reduction, without PRF equivalence nor reordering, then we adopt the usual definition of $\beta$-redex and do not need the last case.

Otherwise, we read all terms as non order-normal representatives of order-normal equivalence classes, and use the new definition of $\beta$-redex.

Note that anyway, in the first three cases (and the last too, since this is the third) $S$ has at most one residual.

Before going on with our proof about $\beta$-reordering, we enunciate finite developments for $\beta$ alone.

Proposition 2.4 (finite developments) Let R be a set of $\beta$-redexes in $M$. Then reducing, in any order, of all residuals of redexes in R terminates and converges to the same $M^{\prime}$.

PROOF Since we use only $\beta$-reduction, finite developments for classical lambda calculus does apply.

Now we are back to our proof about $\beta$-reordering.
Let $R_{1}, \ldots, R_{n}(n \geq 0)$ be redexes in a term $P$. An $R_{i}$ is called minimal iff it properly contains no other $R_{j}$ (using our new definition of $\beta$-redex).

A minimal complete development (MCD) of $\left\{R_{1}, \ldots, R_{n}\right\}$ in $P$ is a sequence of contractions on $P$ performed as follows:

- First, contract any minimal $R_{i}$ (say $i=1$ for convenience). This leaves at most $n-1$ residuals $R_{2}^{\prime}, \ldots, R_{n}^{\prime}$, of $R_{2}, \ldots, R_{n}$.
- Then, contract any minimal $R_{j}^{\prime}$. This leaves at most $n-2$ residuals.
- Repeat the above two steps until no residuals are left.

Note that this process is non-deterministic, and thus there are more than one such sequence of contractions.

Definition 2.15 (MCD) Let $P$ be a term as above, and $Q$ a term. We write $P \triangleright_{m c d} Q$ iff $Q$ is obtained from $P$ by minimal complete development of the set $\left\{R_{1}, \ldots, R_{n}\right\}$.

Note that if $M \triangleright_{m c d} M^{\prime}$ and $N \triangleright_{m c d} N^{\prime}$, then $M \widehat{p} N \triangleright_{m c d} M^{\prime} \widehat{p} N^{\prime}$. (cf., Lemma 2.4)
Lemma 2.5 If $M \triangleright_{m c d} M^{\prime}$ and $N \triangleright_{m c d} N^{\prime}$, then

$$
[N / x] M \triangleright_{m c d}\left[N^{\prime} / x\right] M^{\prime}
$$

PROOF We proceed by induction on $M$. Let $R_{1}, \ldots, R_{n}$ be the redexes developed in the given MCD of $M$.

1. $M=x$. Then $\mathrm{n}=0$ and $M^{\prime}=x$, so

$$
[N / x] M=N \triangleright_{m c d} N^{\prime}=\left[N^{\prime} / x\right] M^{\prime}
$$

2. $x \notin \mathrm{FV}(M)$. Then $x \notin \mathrm{FV}\left(M^{\prime}\right)$, so

$$
[N / x] M=M \triangleright_{m c d} M^{\prime}=\left[N^{\prime} / x\right] M^{\prime}
$$

3. $M=\lambda_{p} y \cdot M_{1}$. Then each $\beta$-redex in $M$ is in $M_{1}$, so $M^{\prime}$ has form $\lambda_{p} y \cdot M_{1}^{\prime}$ where $M_{1} \triangleright_{\text {mcd }} M_{1}^{\prime}$. Hence

$$
\begin{array}{rlll}
{[N / x] M} & = & {[N / x]\left(\lambda_{p} y \cdot M_{1}\right)} & \\
\text { Lemma } 2.3 \\
& = & \lambda_{p} y \cdot[N / x] M_{1} & \\
\text { since } y \notin \mathrm{FV}(x N) \\
& \triangleright_{m c d} & \lambda_{p} y \cdot\left[N^{\prime} / x\right] M_{1}^{\prime} & \\
& \text { by induction hypothesis } \\
& = & {\left[N^{\prime} / x\right] M^{\prime}} & \\
\text { since } y \notin \mathrm{FV}\left(x N^{\prime}\right)
\end{array}
$$

4. $M=M_{1} \widehat{p} M_{2}$ and each $R_{i}$ is in $M_{1}$ or $M_{2}$. Then $M^{\prime}$ has form $M_{1}^{\prime} \widehat{p} M_{2}^{\prime}$ where $M_{j} \triangleright_{m c d} M_{j}^{\prime}$ for $j=1,2$. Hence
$[N / x] M=\left([N / x] M_{1}\right) \widehat{p}\left([N / x] M_{2}\right) \quad$ Lemma 2.3
$\triangleright_{m c d} \quad\left(\left[N^{\prime} / x\right] M_{1}^{\prime}\right) \widehat{p}\left(\left[N^{\prime} / x\right] M_{2}^{\prime}\right) \quad$ by ind. and note above
$=\quad\left[N^{\prime} / x\right] M^{\prime}$.
5. $M=\left(\lambda_{p} y . L\right) \widehat{p} Q$ and one $R_{i}$, say $R_{1}$, is $M$ itself and is contracted last, and the others are in $L$ or $Q$. (If it is not contracted last then we have $M=\left(\lambda_{q} z . K\right) \widehat{q} O$ too, and this one is contracted last). Hence the MCD has form

$$
\begin{array}{rlll}
M=\left(\lambda_{p} y \cdot L\right) \widehat{p} Q & \triangleright_{m c d} & \left(\lambda_{p} y \cdot L^{\prime}\right) \widehat{p} Q^{\prime} & \left(L \triangleright_{m e d} L^{\prime}, Q \triangleright_{m c d} Q^{\prime}\right) \\
& \rightarrow_{\beta \downarrow} & {\left[Q^{\prime} / y\right] L^{\prime}} & \\
& = & M^{\prime} .
\end{array}
$$

By induction hypothesis we have MCD's of $[N / x] L$ and $[N / x] Q$. Hence

$$
\begin{array}{rlll}
{[N / x] M} & = & \left(\lambda_{p} y \cdot[N / x] L\right) \widehat{p}([N / x] Q) & \\
\text { since } y \notin \mathrm{FV}(x N) \\
& \triangleright_{m c d} & \left(\lambda_{p} y \cdot\left[N^{\prime} / x\right] L^{\prime}\right) \widehat{p}\left(\left[N^{\prime} / x\right] Q^{\prime}\right) & \\
\text { induction } \\
& \rightarrow \beta \downarrow & {\left[\left(\left[N^{\prime} / x\right] Q^{\prime}\right) / y\right]\left[N^{\prime} / x\right] L^{\prime}} & \\
& = & {\left[N^{\prime} / x\right]\left[Q^{\prime} / y\right] L^{\prime}} & \\
& =\quad\left[N^{\prime} / x\right] M^{\prime} . &
\end{array}
$$

This reduction is an MCD, as required.

The following lemma is necessary because we are working on order normal forms: it is unclear wether $\left(\lambda_{p} x . M\right) \widehat{p} N$ will still be most external after reordering, but thanks to our definition of redex, it cannot be included in any other, so can be reduced last.

Lemma 2.6 (Proof induction) If there is an $M C D$

$$
P=\left(\lambda_{p} x \cdot M\right) \widehat{p} N \xrightarrow{\rightarrow_{\beta \downarrow}}\left(\begin{array}{ll}
\left(\lambda_{p} x \cdot M^{\prime}\right) \widehat{p} N^{\prime} \\
& \rightarrow_{\beta \downarrow} \\
& {\left[N^{\prime} / x\right] M^{\prime}=Q}
\end{array}\right.
$$

then there is an MCD

$$
\begin{array}{lll}
P=\left(\lambda_{p} x \cdot M\right) \hat{p} N & \rightarrow_{\beta \downarrow}^{*} & \left(\lambda_{p} x \cdot M^{\prime \prime}\right) \hat{p} N^{\prime \prime} \\
& \rightarrow_{\beta \downarrow} & {\left[N^{\prime \prime} / x\right] M^{\prime \prime}=Q^{\prime}}
\end{array}
$$

That is, reduction of a potentially most external redex may be done last.
PROOF Since this is an MCD, new reductions do not apply on redexes created in the substitution, and $Q^{\prime}$ has form $\left[N^{\prime \prime} / x\right] M^{\prime \prime}$.

We should then just show that there are MCD's $M \triangleright_{m c d} M^{\prime \prime}$ and $N \triangleright_{m c d} N^{\prime \prime}$, which proves that $\left(\lambda_{p} x . M\right)_{\hat{p}} N \triangleright_{m e d}\left[N^{\prime \prime} / x\right] M$, by Lemma 2.5 .

Each step of the original MCD after $\left[N^{\prime} / x\right] M^{\prime}$ only modifies either $N^{\prime}$ or $M^{\prime}$ at a time. So that we can write $M^{\prime} \rightarrow_{\beta \downarrow} M_{1} \rightarrow_{\beta \downarrow} \ldots \rightarrow_{\beta \downarrow} M^{\prime \prime}$, and since it is an MCD, $M^{\prime} \triangleright_{m e d} M^{\prime \prime}$. Similarly $N^{\prime} \triangleright_{m c d} N^{\prime \prime}$. And all the reductions performed are on the external level, that is permutable with our reduction on $p$ in an MCD. So that $M \triangleright_{m c d} M^{\prime \prime}$ and $N \triangleright_{m c d} N^{\prime \prime}$.

Lemma 2.7 (confluence of MCD) If $P \triangleright_{m c d} A$ and $P \triangleright_{m c d} B$, then there exists $T$ such that $A \triangleright_{m c d} T$ and $B \triangleright_{m c d} T$.

PROOF By induction on $P$.

1. $P=x$. Then $A=B=P$. Choose $T=P$.
2. $P=\lambda_{p} x . P_{1}$. Then all $\beta$-redexes in $P$ are in $P_{1}$, and

$$
A=\lambda_{p} x \cdot A_{1}, \quad B=\lambda_{p} x \cdot B_{1}
$$

where $P_{1} \triangleright_{m c d} A_{1}$ and $P_{1} \triangleright_{m c d} B_{1}$. By induction hypothesis there is a $T_{1}$ such that

$$
A_{1} \triangleright_{m c d} T_{1}, \quad B_{1} \triangleright_{m c d} T_{1}
$$

Choose $T=\lambda_{p} x . T_{1}$.
3. $P=P_{1} \widehat{p} P_{2}$ and all the redexes developed in the MCD's are in $P_{1}, P_{2}$. Then the induction hypothesis gives us $T_{1}, T_{2}$, and we choose $T_{1} \widehat{p} T_{2}$.
4. $P=\left(\lambda_{p} x \cdot M\right)_{\hat{p}} N$ and just one of the given MCD's involves contracting $P$ 's residual; say it is $P \triangleright_{m c d} A$. Then, by Lemma 2.6, there is an MCD with form

$$
\begin{array}{rlrl}
P & = & \left(\lambda_{p} x \cdot M\right) \widehat{p} N & \\
& \triangleright_{m c d} & \left(\lambda_{p} x \cdot M^{\prime}\right) \widehat{p} N^{\prime} \quad\left(M \triangleright_{m c d} M^{\prime}, N \triangleright_{m c d} N^{\prime}\right) \\
& \rightarrow_{\beta \downarrow} & {\left[N^{\prime} / x\right] M^{\prime}} \\
& =A & A .
\end{array}
$$

And the other MCD has form

$$
\begin{aligned}
P & =\left(\lambda_{p} x \cdot M\right) \widehat{p} N \\
& \triangleright_{m c d}\left(\lambda_{p} x \cdot M^{\prime \prime}\right) \widehat{p} N^{\prime \prime} \quad\left(M \triangleright_{m c d} M^{\prime \prime}, N \triangleright_{m c d} N^{\prime \prime}\right) \\
& =B .
\end{aligned}
$$

The induction hypothesis applied to $M, N$ gives us $M^{+}, N^{+}$such that

$$
\begin{array}{ll}
M^{\prime} \triangleright_{m c d} M^{+}, & M^{\prime \prime} \triangleright_{m c d} M^{+} \\
N^{\prime} \triangleright_{m c d} N^{+}, & N^{\prime \prime} \triangleright_{m c d} N^{+}
\end{array}
$$

Choose $T=\left[N^{+} / x\right] M^{+}$. Then there is an MCD from A to T, thus, by Lemma 2.5

$$
A=\left[N^{\prime} / x\right] M^{\prime} \triangleright_{m c d}\left[N^{+} / x\right] M^{+} .
$$

And for B,

$$
\begin{array}{rll}
B & = & \left(\lambda_{p} x \cdot M^{\prime \prime}\right) \widehat{p} N^{\prime \prime} \\
& \triangleright_{m c d} & \left(\lambda_{p} x \cdot M^{+}\right) \widehat{p} N^{+} \\
& \rightarrow_{\beta \downarrow} & {\left[N^{+} / x\right] M^{+}}
\end{array}
$$

5. $P=\left(\lambda_{p} x . M\right) \widehat{p} N$ and both the given MCD's contract $P$ 's residual. Then (Lemma 2.6) we can give these MCD's form

$$
\begin{array}{rllll}
P & = & \left(\lambda_{p} x \cdot M\right) \widehat{p} N & P & = \\
& \triangleright_{m c d} & \left(\lambda_{p} x \cdot M^{\prime}\right) \widehat{p} N^{\prime} & & \left.\triangleright_{m c d} x \cdot M\right) \widehat{p} N \\
& \rightarrow_{\beta \downarrow} \quad\left[\lambda_{p} x \cdot M^{\prime \prime}\right) \widehat{p} N^{\prime \prime} \\
& = & A, & \rightarrow_{\beta \downarrow} & {\left[N^{\prime \prime} / x\right] M^{\prime \prime}} \\
& & = & B .
\end{array}
$$

Apply the induction hypothesis to $M$ and $N$ in case 4, and choose $T=\left[N^{+} / x\right] M^{+}$. Then Lemma 2.5 gives the result, as above.

Theorem $2.3 \beta$-reordering is confluent modulo PRF equivalence.

$$
P \xrightarrow{*}_{\beta \downarrow} M, P \xrightarrow{*}_{\beta \downarrow} N \Rightarrow(\exists T) M \xrightarrow{*}_{\beta \downarrow} T, N \xrightarrow{*}_{\beta \downarrow} T .
$$

PROOF By induction on the length of the reduction from $P$ to $M$, it is enough to prove

$$
P \rightarrow_{\beta \downarrow}, P \stackrel{*}{\rightarrow}_{\beta \downarrow} N \Rightarrow(\exists T) M \stackrel{*}{\rightarrow}_{\beta \downarrow} T, N \xrightarrow[\rightarrow]{*}_{\beta \downarrow} T .
$$

Since a single $\beta$-reordering step is an MCD, it is sufficient to have

$$
P \triangleright_{m c d} M, P \xrightarrow{*}_{\beta \downarrow} N \Rightarrow(\exists T) M \xrightarrow[\rightarrow]{*}_{\beta \downarrow} T, N \triangleright_{m c d} T .
$$

which is shown by an induction on the number of $\beta$-steps from $P$ to $N$. $\square$

### 2.3.5 Confluence of selective $\lambda$-calculus

In this section, $\rightarrow$ (or $\rightarrow_{\lambda}$ ) denotes the union of $\beta$-reduction and ordering rules (labelselective $\lambda$-calculus), and $\rightarrow_{\omega}$ is the union of all rules (label-parallel system). We will now no longer consider terms modulo PRF equivalence, except in the $\beta$-reordering diamond of Figure 2.4.

Definition 2.16 (Normalized reduction) For each label-parallel reduction $M_{0} \rightarrow{ }_{\omega} M_{1} \rightarrow \omega$ $\ldots \rightarrow_{\omega} M_{n}$ we define its normalized reduction $N_{0} \rightarrow_{\beta \downarrow} N \rightarrow_{\beta \downarrow} \ldots \rightarrow_{\beta \downarrow} N_{n}$ by taking for each $N_{i}$ the order-normal form $M_{i} \downarrow$.

Proposition 2.5 Normalized reduction is a $\beta$-reordering.
PROOF We should verify that we really obtain a $\beta$-reordering by this process.
We can first remark that, since we have Corollary 2.4, all $\beta$-redexes in $M_{i}$ are still $\beta$-redexes in $N_{i}$.

If $M_{i} \rightarrow M_{i+1}$ is a reordering step, then $N_{i}=N_{i+1}$. Else, $M_{i} \rightarrow M_{i+1}$ is a $\beta$-step, and we should show $N_{i} \rightarrow_{\beta \downarrow} N_{i+1}$. From our remark, we have $N_{i} \rightarrow_{\beta \downarrow} N_{i}^{\prime}$, reducing the same redex. We will in fact construct two parallel reorderings of $M_{i}$ and $M_{i+1}$. First, a stable reordering of $M_{i}$, from $M_{i}^{0}=M_{i}$ to $M_{i}^{k}=N_{i}$. With such a reordering, we have at each step $M_{i}^{j} \rightarrow M_{i}^{\prime j}$ by a $\beta$-step. Then we define a reordering of $M_{i+1}$ going through all $M_{i}^{\prime j}$, s. By definition $M_{i}^{j} \rightarrow M_{i}^{j+1}$ does not separate two locally associated entities. There are four cases to consider:

1. If it is external to the reduced redex, then we can do the same reduction $M_{i}^{\prime j} \rightarrow{ }_{c}$ $M_{i}^{\prime j+1}$ 。
2. If it is internal, the $\beta$-reduction may only substitute some variables, but the reduction can still be applied. $M_{i}^{\prime j} \rightarrow_{c} M_{i}^{\prime j+1}$.
3. If it was an (a) or (b) reordering step over the redex, then it is superfluous after reduction, $M_{i}^{\prime j}=M_{i}^{\prime j+1}$.

Finally we can go from $M_{i}^{\prime k}$ to $N_{i}^{\prime}$ by a stable reordering. By confluence it gives $N_{i}^{\prime}=N_{i+1}$, and the normalized reduction is correctly constructed.

Theorem 2.4 (Confluence of label-parallel reduction) The label-parallel system is confluent. Moreover, the converging reductions are stable,

$$
P \xrightarrow{*}_{\omega} M, P \xrightarrow{*}_{\omega} N \Rightarrow(\exists T) M \triangleright_{\omega s t b} T, N \triangleright_{\omega s t b} T .
$$

PROOF We have

$$
\begin{aligned}
& P \rightarrow_{\omega} M_{1} \rightarrow_{\omega} \ldots \rightarrow_{\omega} M_{m}=M, \\
& P \quad \rightarrow_{\omega} N_{1} \rightarrow_{\omega} \ldots \rightarrow_{\omega} N_{n}=N .
\end{aligned}
$$

So that we obtain normalized reductions

$$
\begin{array}{ll}
P^{\prime} \rightarrow_{\beta \downarrow} M_{1}^{\prime} & \rightarrow_{\beta \downarrow} \ldots \rightarrow_{\beta \downarrow} M_{m}^{\prime}, \\
P^{\prime} \rightarrow_{\beta \downarrow} N_{1}^{\prime} & \rightarrow_{\beta \downarrow} \ldots \rightarrow_{\beta \downarrow} N_{n}^{\prime} .
\end{array}
$$

And by confluence of $\beta$-reordering modulo PRF-equivalence,

$$
\begin{aligned}
& M_{m}^{\prime}=R_{0} \quad \rightarrow_{\beta \downarrow} R_{1} \quad \rightarrow_{\beta \downarrow} \ldots \rightarrow_{\beta \downarrow} R_{r}=T \\
& N_{n}^{\prime}=S_{0} \quad \rightarrow_{\beta \downarrow} S_{1} \quad \rightarrow_{\beta \downarrow} \cdots \rightarrow_{\beta \downarrow} S_{s}=T^{\prime} .
\end{aligned}
$$

with $T$ and $T^{\prime}$ PRF-equivalent.
Since normalized ( $\beta$-reordering) reductions are confluent, and all steps used here are in the stable label-parallel system, the label-parallel system is confluent modulo PRF equivalence, using stable reductions.

We can then reduce all the $\beta$-redexes present in the resulting term, thanks to Proposition 2.4, and obtain full confluence. All differences masked by PRF equivalence are contained in the redexes, and since in this last stage we do not use pseudo-reduction, we do not create new differences.

Theorem 2.1 (Confluence of label-selective $\lambda$-calculus) The label-selective $\lambda$-calculus is confluent. That is,

$$
P \xrightarrow{*} M, P \xrightarrow{*} N \Rightarrow(\exists T) M \xrightarrow{*} T, N \xrightarrow{*} T .
$$

PROOF By Theorem 2.4,

$$
\begin{aligned}
& M=R_{0} \rightarrow_{\omega s t b} R_{1} \quad \rightarrow_{\omega s t b} \ldots \rightarrow_{\omega s t b} R_{r}=T^{\prime} \\
& N=S_{0} \quad \rightarrow_{\omega s t b} S_{1} \quad \rightarrow_{\omega s t b} \ldots \rightarrow_{\omega s t b} S_{s}=T^{\prime}
\end{aligned}
$$

But the absence of pseudo-reduction rules makes it impossible to follow these paths. Each time we have a $(a)$ or $(b)$ reduction, we should have a $\beta$-reduction in place.

We first define the set $B_{k}$ of all residuals of $\beta$-redexes which where implied in an (a) or (b) pseudo-reduction. That is $B_{0}=\emptyset, B_{k+1}=\left\{\right.$ residuals of $B_{k}$ in $\left.R_{k} \rightarrow R_{k+1}\right\}$ if this was not a pseudo-reduction, $B_{k+1}=\left\{\right.$ residuals of $B_{k}$ in $\left.R_{k} \rightarrow R_{k+1}\right\} \cup\{$ the skipped $\beta$-redex $\}$ if it was. Since reductions are stable, residuals do not disappear.

Then we define $R_{k}^{\prime}$ as $R_{k}$ where all redexes in $B_{k}$ were reduced; Proposition 2.4 makes this definition correct. We have $R_{k}^{\prime} \xrightarrow{*} R_{k+1}^{\prime}$ where $\rightarrow$ is either the original $R_{k} \rightarrow R_{k+1}$ step applied on all its residuals, either $\rightarrow_{\beta}$ applied on $B_{k+1} \backslash B_{k}$ if it was a pseudo-reduction.

We define similarly $S_{k}^{\prime}$.
We will finally have two expressions, coming from $T^{\prime}$ by $\beta$-reduction only. The number of $\beta$-reductions done may differ, but reducing all the redexes which were present in $T^{\prime}$ is enough, since the $B_{k}$ 's contain only residuals of $\beta$-redexes. That is,

$$
\begin{array}{cccc}
M & \xrightarrow{*} R_{0}^{\prime} & \xrightarrow{*} R_{1}^{\prime} & \xrightarrow{*} \ldots \xrightarrow{*} R_{r}^{\prime} \\
N & \xrightarrow{*} S_{0}^{\prime} & \xrightarrow{*} S_{1}^{\prime} & \xrightarrow{*} \ldots \xrightarrow{*} S_{s}^{\prime} \\
\xrightarrow{*} \beta \\
\beta
\end{array},
$$

So that finally, $M \xrightarrow{*} T$ and $N \xrightarrow{*} T$. $\square$
Figure 2.4 shows a schematic diagram of the process.
Corrolary 1,2,3 Symbolic, numeric and flat selective $\lambda$-calculi are confluent.


Figure 2.4: Schematic confluence of label-selective $\lambda$-calculus

PROOF For the numerical case, just take $\mathcal{S}$ with only one element.
For symbols, you just add the index 1 to all of them. No rule increases the index, and since all index are equal, no rule recreases them. As a consquence any reduction on a symbolic selective $\lambda$-term in selective $\lambda$-calculus uses only steps of the symbolic calculus, and we get confluence by injection.

For the flat case, take $\mathcal{S}^{\prime}=\mathcal{S} \dot{\cup}\{\epsilon\}$, and define $\epsilon$ to be the least element of $\mathcal{S}^{\prime}$. On the $\mathcal{S}$ part we can apply the argument for symbols, and get indexes on the extra symbol $\epsilon$. Rules (1'), (2'), (3') are ensured by the extended order.

## Chapter 3

## Streams

In the previous chapter we adopted a monadic notation for application in the selective $\lambda$-calculus. Since we have currying, this is enough to express any function, but we had to relate them to a more intuitive polyadic notation in paragraph 2.1.2. In this chapter we define a structure of stream, which then allows us to have a selective $\lambda$-calculus working directly in the polyadic notation.

### 3.1 Stream monoid

Selective $\lambda$-calculus, and its offsprings, can be defined in terms of operations on streams, that is a special kind of record allowing multiple occurences of different values on the same name. We define their set here, but we could in fact use any "reversible" monoid: the monoid operation, or concatenation, gives us uncurrying, while its inverse, or extraction, gives us currying.

We will note the concatenation on streams by a simple dot ".", and the monoid of streams is $(\mathcal{S}, \cdot)$.

## Preliminaries

- $\mathcal{L}_{s}$ is an ordered set of names, $\mathcal{N}=\mathbb{N} \backslash\{0\}$.
- $\mathcal{L}=\mathcal{L}_{s} \times \mathcal{N}$ is the set of labels, lexicographically ordered.
- In this section, $l$ represents an element of $\mathcal{L} ; p, q$ elements of $\mathcal{L}_{s} ; m, n$ elements of $\mathcal{N}$.

Definition 3.1 (stream) The set $\mathcal{S}(\mathcal{L}, \mathcal{A})$ of streams on a domain $\mathcal{A}$ is the set of finite partial functions from $\mathcal{L}$ to $\mathcal{A}$.

$$
\mathcal{S}(\mathcal{L}, \mathcal{A})=\left\{s \in \mathcal{A}^{\mathcal{L}}| | \mathcal{D}_{s} \mid \in \mathbb{N}\right\}
$$

## Notations

- $\mathcal{D}_{s}$ is the definition domain of a stream $s$.
- $\left\}\right.$ is the function defined nowhere $\left(\mathcal{D}_{\{ \}}=\emptyset\right)$.
- We note labels $p n$, and defining pairs $\{p n \Rightarrow a\}$ with $a \in \mathcal{A}$.
- The following equivalences of notation are admitted for labels and streams:

```
- n denotes }\epsilonn,p\mathrm{ denotes }p
- if l=pn then l+m=p(n+m)
```



Example 3.1 (stream monoid) The simplest instanciation of $\mathcal{S}$ is the monoid of tuples: $\mathcal{L}_{s}=\{\epsilon\}$ (a singleton) and $\mathcal{S}=\bigcup_{n \geq 0} \mathcal{A} \llbracket 1, n \rrbracket$. Then concatenation is

$$
\left(a_{1}, \ldots, a_{m}\right) \cdot\left(b_{1}, \ldots, b_{n}\right)=\left(a_{1}, \ldots, a_{m}, b_{1}, \ldots, b_{n}\right)
$$

and is reversible.

This example gives implicit currying, without selectivity. In the general case, we need a more complex definition, permitting label operations. It is based on a notion of $n^{\text {th }}$ free position in a stream, which, while intuitively clear -just imagine that undefined labels point to free positions-, looks a little complex once formalized.

Definition 3.2 (free position) 1. The $n^{\text {th }}$ position on $p$ in a stream $r$ is said to be occupied if $p n \in \mathcal{D}_{r}$. It is free otherwise, and $\mathcal{F}_{r}=\mathcal{L} \backslash \mathcal{D}_{r}$ is the set of these free positions.
2. The $n^{\text {th }}$ free position for $p$ in $r$ is the $n^{\text {th }}$ element of $\left\{i \mid p i \in \mathcal{F}_{r}\right\}$.

Namely $\phi_{r, p}(n)=\min \left\{m| |\left\{p i \in \mathcal{F}_{r} \mid i \leq m\right\}=n\right\}$.
3. The relative index of $p n$ in $r$ is the number of free positions preceding $n$ on $p$ plus one. Namely $\psi_{r, p}(n)=\left|\left\{p i \in \mathcal{F}_{r} \mid i<n\right\}\right|+1$.

One notices immediately the inversion relation between free positions, used for concatenation, and relative indexes, used for extraction.

$$
\begin{aligned}
\phi_{r, p}(n) & =\min \left\{m| |\left\{p i \in \mathcal{F}_{r} \mid i \leq n\right\} \mid=n\right\} \\
& =\max \left\{m| |\left\{p i \in \mathcal{F}_{r} \mid i<n\right\} \mid=n-1\right\} \\
& =\max \psi_{r, p}^{-1}(n)
\end{aligned}
$$

We extend $\phi$ to streams by $\phi_{r}\left(\left\{p_{i} n_{i} \Rightarrow a_{i}\right\}_{i=1}^{k}\right)=\left\{p_{i} \phi_{r, p_{i}}\left(n_{i}\right) \Rightarrow a_{i}\right\}_{i=1}^{k}$, and respectively for $\psi$.

Example 3.2 (free positions) In $\{p 1 \Rightarrow a, p 3 \Rightarrow b, p 5 \Rightarrow c, q 2 \Rightarrow d\}$, relative indexes are respectively 2 for $p 4$ and $q 3$, and 3 for $p 5$ and $q 4$. Free positions are $\{2,4,6,7, \ldots\}$ on $p$, and $\{1,3,4, \ldots\}$ on $q$. As a result, the second free position on $p$ is 4 , and on $q$ this is 3 .

Proposition 3.1 (reversibility) $\phi_{r}$ is a bijection from $\mathcal{S}$ to $\left\{s \in \mathcal{S} \mid \mathcal{D}_{r} \cap \mathcal{D}_{s}=\emptyset\right\} . \psi_{r} \circ \phi_{r}=$ $i d_{S}$.

PROOF For each label $p n$, by definition of $\phi$ we have,

$$
\psi_{r, p}\left(\phi_{r, p}(n)\right)=\psi_{r, p}\left(\max \left\{i \mid \psi_{r, p}(i)=n\right\}\right)=n .
$$

Moreover, since $\psi_{r, p}$ is an increasing surjection, we have,

$$
\begin{aligned}
& (\exists m) \phi_{r, p}(m)=n \\
\Leftrightarrow & \psi_{r, p}(n)<\psi_{r, p}(n+1), \text { by definition of } \phi_{r, p} \\
\Leftrightarrow & \left|\left\{p i \in \mathcal{F}_{r} \mid i<n\right\}\right|<\left|\left\{p i \in \mathcal{F}_{r} \mid i<n+1\right\}\right| \\
\Leftrightarrow & p n \in \mathcal{F}_{r} \\
\Leftrightarrow & p n \notin \mathcal{D}_{r},
\end{aligned}
$$

and we can conclude that $\phi_{r, p}(\mathcal{N})=\left\{n \in \mathcal{N} \mid p n \notin \mathcal{D}_{r}\right\}$, to obtain $\phi_{r}(\mathcal{S})=\left\{s \in \mathcal{S} \mid \mathcal{D}_{r} \cap \mathcal{D}_{s}=\right.$ © $\}$ by extension.

## Definition 3.3 (concatenation and extraction)

1. Stream concatenation is defined as $r \cdot s=r \uplus \phi_{r}(s)$ where " $\uplus$ " denotes union of (set represented) functions on disjoint domains.
2. Sub-stream extraction is defined as $r \uplus s=r \cdot \psi_{r}(s)$, wherer is the extracted sub-stream and $\psi_{r}(s)$ is the rest after extraction.

Proposition 3.2 (monoid) Concatenation as in definition 3.2 is an associative application $\mathcal{S} \times \mathcal{S} \rightarrow \mathcal{S}$, accepting $\}$ as neutral element.

PROOF Associativity comes from the equality $\phi_{r} \circ \phi_{s}=\phi_{r \uplus \phi_{r}(s)}$. For this we reason on inverses, $p n$ being a free position of $r \cdot s$ :

$$
\begin{aligned}
& \psi_{s, p}\left(\psi_{r, p}(n)\right) \\
= & 1+\left|\left\{p i \in \mathcal{F}_{s} \mid i<\psi_{r, p}(n)\right\}\right| \\
= & 1+\left|\left\{p i \in \mathcal{F}_{s} \mid \phi_{r, p}(i)<\phi_{r, p}\left(\psi_{r, p}(n)\right)\right\}\right|, \\
& \quad \text { since } \phi_{r, p} \text { is strictly growing } \\
= & 1+\left|\left\{p i \in \phi_{r}\left(\mathcal{F}_{s}\right) \mid i<\phi_{r, p}\left(\psi_{r, p}(n)\right)\right\}\right|, \\
= & 1+\left|\left\{p i \in \phi_{r}\left(\mathcal{F}_{s}\right) \mid i<n\right\}\right|, \\
& \quad \text { since } p n \text { is a free position of } r \\
= & 1+\left|\left\{p i \in \mathcal{F}_{r} \cap \mathcal{F}_{\phi_{r}(s)} \mid i<n\right\}\right| \\
= & 1+\left|\left\{p i \in \mathcal{F}_{r, s} \mid i<n\right\}\right| \\
= & \psi_{r \cdot s, p}(n)
\end{aligned}
$$

We then have $r \cdot(s \cdot t)=r \uplus \phi_{r}\left(s \uplus \phi_{s}(t)\right)=r \uplus \phi_{r}(s) \uplus \phi_{r}\left(\phi_{s}(t)\right)=r \uplus \phi_{r}(s) \uplus \phi_{r \uplus \phi_{r}(s)}(t)=(r \cdot s) \cdot t$. $r \cdot\left\}=r=\{ \} \cdot r\right.$ is immediate $\left(\phi_{\{ \}}=i d\right)$.

The intuition behind these definitions is that when we do $r \cdot s$ we insert elements of $s$ at free positions in $r$ : for each name $p$ we insert the element whose index is $n$ in $s$ at the $n^{\text {th }}$ free position for $p$ in $r . \phi_{r}$ is the function which does this shifting. Reciprocally, extraction uses $\psi_{r}$ to shift back positions in the rest to their relative indexes w.r.t $r$.

A consequence of the above propositions is that we can equivalently work only on "exploded" streams since they generate all streams. Indexes vary according to their ordering.

$$
\begin{array}{lll}
\{p m \Rightarrow a\} \cdot\{q n \Rightarrow b\} & =\{q n \Rightarrow b\} \cdot\{p m \Rightarrow a\} & p \neq q \\
\{p m \Rightarrow a\} \cdot\{p n \Rightarrow b\} & =\{p n \Rightarrow b\} \cdot\{p m-1 \Rightarrow a\} & m>n
\end{array}
$$

This gives us back our original monadic definition of selective $\lambda$-calculus, with its strange, but now explained, shifts on the numerical part of labels.

Last, two small examples of stream concatenation, to get used to it.

## Example 3.3 (Concatenation)

$$
\begin{aligned}
&\{2 \Rightarrow a\}(b, c) \cdot\{p \Rightarrow d\} \cdot\{q \Rightarrow e\} \cdot\{p \Rightarrow f\} \\
&=(b, a, c) \cdot\{p \Rightarrow d\} \cdot\{p \Rightarrow f\} \cdot\{q \Rightarrow e\} \\
&=\{\epsilon 1 \Rightarrow b, \epsilon 2 \Rightarrow a, \epsilon 3 \Rightarrow c, p 1 \Rightarrow d, p 2 \Rightarrow f, q 1 \Rightarrow e\} \\
& \begin{aligned}
\{p 1 \Rightarrow & a, p 3 \Rightarrow b, r 1 \Rightarrow c\} \cdot\left\{p 1 \Rightarrow d, q_{2} \Rightarrow e\right\} \\
& =\{p 1 \Rightarrow a, p 3 \Rightarrow b\} \cdot\{p 1 \Rightarrow d\} \cdot\{q 2 \Rightarrow e\} \cdot\{r 1 \Rightarrow c\} \\
& =\{p 1 \Rightarrow a, p 2 \Rightarrow d, p 3 \Rightarrow b, q 2 \Rightarrow e, r 1 \Rightarrow c\}
\end{aligned}
\end{aligned}
$$

$$
\begin{array}{lrll}
l & ::=p n & p \in \mathcal{S}, n \in \mathcal{N} \\
M & ::= & x & \text { variable } \\
& \mid & \lambda\{l \Rightarrow x, \ldots\} \cdot M & \text { abstraction } \\
& M\{l \Rightarrow M, \ldots\} & & \text { application }
\end{array}
$$

Figure 3.1: Stream syntax of selective $\lambda$-calculus

### 3.2 Stream syntax of selective $\lambda$-calculus

We define here a new syntax for selective $\lambda$-calculus. It takes advantage of the previous confluence proof to consider basic reorderings as equivalences, and reduces it to a single rule. By using streams in the syntax it is more intuitive, and makes easier the definition of a typing system in the next chapter.

### 3.2.1 Terms

In the following definitions we will use the abbreviation $A \npreceq B$ for $A \cap B=\emptyset$.
Definition 3.4 (stream syntax) Terms of selective $\lambda$-calculus in stream syntax are given in figure 3.1. We consider them modulo $\alpha$ conversion and the following three structural equivalences:

$$
\begin{array}{rlll}
S . R \cdot M & \equiv & (R \cdot S) \cdot M & \\
\lambda R \cdot \lambda S \cdot M & \equiv_{\lambda} & \lambda(S \cdot R) \cdot M & V(R) \nsupseteq V(S) \\
R \cdot \lambda S \cdot M & \equiv . \lambda & \lambda \psi_{R}(S) \cdot \psi_{S}(R) \cdot M & F V(R) \nsubseteq V(S), \mathcal{D}_{R} \npreceq \mathcal{D}_{S}
\end{array}
$$

For a stream of variables, $V$ is its image (second projection).
As we had entity syntax for the original calculus, we can write application in stream form as $\{I \Rightarrow N, \ldots\} . M$ for a left to right flow.

These three equalities are just generalizing the three reordering rules of the symbolic selective $\lambda$-calculus (cf. 2.1.3) to streams.

Last we redefine the notions of head and spine, which we will use in proofs.
Definition 3.5 (head and spine) Any selective $\lambda$-term in stream syntax can be divided in its head ( $x$ ) and spine ( $e_{1} \cdots . e_{n}$ ),

$$
e_{1} \cdots, e_{n} \cdot x=e_{1} \cdots, e_{n}: x
$$

where $e_{i}$ 's are either applicators $\{l \Rightarrow N, \ldots\}$ or abstractors $\lambda\{l \Rightarrow x, \ldots\}$, and $e_{1} \ldots . e_{n}$ an entity sequence. We note $s . s^{\prime}$ the concatenation of two entity sequences $s$ and $s^{\prime}$.

### 3.2.2 $\beta$-reduction

Using that syntax, we can make evident that the only real reduction rule of selective $\lambda$-calculus is $\beta$-reduction.

Definition 3.6 (polyadic selective $\lambda$-calculus) The polyadic selective $\lambda$-calculus is the following $\beta$-reduction applied to equivalence classes of stream syntax selective $\lambda$-terms by their structural rules.

$$
\{l \Rightarrow N\} \cdot \lambda\{l \Rightarrow x\} \cdot M \rightarrow[N / x] M
$$

Confluence in this new syntax is immediate.
Theorem 3.1 Selective $\lambda$-calculus in stream syntax is confluent.

$$
\forall M, P, Q(M \xrightarrow{*} P \wedge M \xrightarrow{*} Q) \Rightarrow(\exists T P \xrightarrow{*} T \wedge Q \xrightarrow{*} T)
$$

PROOF We already proved the confluence of the calculus including reordering rules. Making them bidirectional keeps confluence, and so is it when we make them equivalences.

Here are some examples of reductions in the new syntax.
Example 3.4 (Stream syntax) We use here the left-to-right entity notation.

$$
\begin{aligned}
& \left\{p 3 \Rightarrow N, p 5 \Rightarrow N^{\prime}\right\} \cdot \lambda\{p 1 \Rightarrow x, p 3 \Rightarrow y, p 4 \Rightarrow z\} \cdot M \\
& \equiv \quad\left\{p 4 \Rightarrow N^{\prime}\right\} \cdot\{p 3 \Rightarrow N\} \cdot \lambda\{p 3 \Rightarrow y\} \cdot \lambda\{p 1 \Rightarrow x, p 3 \Rightarrow z\} \cdot M \\
& \rightarrow \quad\left\{p 4 \Rightarrow N^{\prime}\right\} \cdot \lambda\{p 1 \Rightarrow x, p 3 \Rightarrow z\} \cdot[N / y] M \\
& \rightarrow \quad \lambda\{p 1 \Rightarrow x, p 3 \Rightarrow z\} \cdot\left\{p 2 \Rightarrow N^{\prime}\right\} \cdot[N / y] M
\end{aligned}
$$

We omitted eventual substitutions of bound variables.

### 3.2.3 $\eta$-reduction

$\eta$-reduction cannot be defined in the selective $\lambda$-calculus of Chapter 2, since the classical definition

$$
M \hat{l} x{ }_{l}^{\vee} x \rightarrow_{\eta} M \quad x \notin F V(M)
$$

gives a system that is clearly not Church-Rosser when combined with other rules. The reason is that reordering rules may introduce entities between the two concerned.

However, since in the stream syntax we use structural equivalences in place of reordering, this can be defined.

Definition 3.7 ( $\eta$-reduction) For a selective $\lambda$-term $M$, variable $x$ and label $p$, such that $x$ is not free in $M, \eta$-reduction is

$$
\lambda\{l \Rightarrow x\} \cdot\{l \Rightarrow x\} \cdot M \rightarrow_{\eta} M
$$

### 3.2.4 Bohm separation theorem

Theorem 3.2 For any two selective $\lambda$-terms $M$ and $N$ in $\beta \eta$-normal form, such that $M \not \equiv N$, there is an entity sequence $P$ such that, for two different variables $x$ and $y$,

$$
\begin{aligned}
& (P: M) \downarrow=x, \\
& (P: N) \downarrow=y .
\end{aligned}
$$

PROOF We prove it by induction on the depth of the first different head, that is either a free and a bound variable, or different free variables, or variables bound by different labels.

- $M$ and $N$ have different heads.

In a first step we un-abstract the two terms, by giving them a context of applications to different fresh variables for each label contained in one of them. That is, if $M=\lambda\left\{l_{1} \Rightarrow x_{1}, \ldots l_{m} \Rightarrow x_{m}\right\} \cdot M^{\prime}$ and $N=\lambda\left\{l_{1}^{\prime} \Rightarrow y_{1}, \ldots, l_{n}^{\prime} \Rightarrow y_{n}\right\} \cdot N^{\prime}$, then $P=\left\{l_{1} \Rightarrow\right.$ $\left.z_{1}, \ldots, l_{m} \Rightarrow z_{n}, l_{1}^{\prime} \Rightarrow z_{1}^{\prime}, \ldots l_{n}^{\prime} \Rightarrow z_{n}^{\prime}\right\} \quad\left(l_{i}^{\prime}\right.$ does not appear if there is $l_{j}$ such that $\left.l_{i}^{\prime}=l_{j}\right)$.

The two resulting terms are normalizable since we apply only on variables, and heads of $\left(P_{1}: M\right) \downarrow$ and $\left(P_{1}: N\right) \downarrow$ are now linked to distinct free variables.
Say $\left(P_{1}: M\right) \downarrow=\lambda\left\{l_{1} \Rightarrow M_{1}, \ldots, l_{m} \Rightarrow M_{m}\right\} . u$. The context $P_{2}$ we should apply then is $\left\{l \Rightarrow \lambda\left\{l_{1} \Rightarrow r_{1}, \ldots, l_{m} \Rightarrow M_{m}\right\} . u\right\} . \lambda\{l \Rightarrow u\}, r_{i}$ 's being fresh. After this operation we have $\left(P_{2} \cdot P_{1}: M\right) \downarrow=u$ and $\left(P_{2} \cdot P_{1}: N\right) \downarrow=\lambda\left\{p_{1} \Rightarrow y_{1}, \ldots, p_{k} \Rightarrow y_{k}\right\} \cdot\left\{q_{1} \Rightarrow N_{1}, \ldots q_{n} \Rightarrow N_{n}\right\} . v$, where $v$ is free. (we have still a normal form since we only applied on variables.)
In the third step we construct $P_{3}$ like $P_{2} \cdot P_{1}$ to eliminate abstractors in $P_{2} \cdot P_{1}: N$ with applicators, and substitute $u$ and $v$ to eliminate applicators.

We have finally $(P: M) \downarrow=u$ and $(P: N) \downarrow=v$ for $P=P_{3} \cdot P_{2} \cdot P_{1}$.

- $M$ and $N$ have same head $x$.

They have form $\lambda\left\{p_{1} \Rightarrow x_{1}, \ldots, p_{m} \Rightarrow x_{m}\right\} \cdot\left\{p_{1}^{\prime} \Rightarrow M_{1}, \ldots, p_{m^{\prime}}^{\prime} \Rightarrow M_{m^{\prime}}\right\} \cdot x$ and $\lambda\left\{q_{1} \Rightarrow\right.$ $\left.y_{1}, \ldots, q_{n} \Rightarrow y_{n}\right\} \cdot\left\{q_{1}^{\prime} \Rightarrow N_{1}, \ldots, q_{n^{\prime}}^{\prime} \Rightarrow N_{n^{\prime}}\right\} . x$, and either $x=x_{i}=y_{j}$ and $p_{i}=q_{j}$, or $x$ is free in both $M$ and $N$. In the first case, we free it by applying to $\left\{p_{i} \Rightarrow x\right\}$. Then, in both case, we substitute it with $\lambda\{h \Rightarrow x\} . x$, where $h$ is a name not used in $M$ and $N$ : this gives us a way to change the head variable without changing its other occurences. We now speak of $M$ and $N$ modified in this way.
The difference is in some entity. We look for it.

- There is some $p_{i}^{\prime}$ which differs from all $q_{j}^{\prime}$ 's. We then use the entity sequence $P=\left\{r \Rightarrow \lambda\left\{p_{i} \Rightarrow x\right\} . x\right\}$. Then $(P: M) \downarrow$ and $(P: N) \downarrow$ have different heads (we are in $\eta$-normal form), and we can use the previous method.
- $m^{\prime}=n^{\prime}$ and for all $i, p_{i}^{\prime}=q_{i}^{\prime}$, but there is some $p_{i}$ which differs from all $q_{j}$ 's. We then use the entity sequence $P=\left\{p_{i} \Rightarrow u, h \Rightarrow \lambda\left\{\phi_{\left\{q_{i}^{\prime}\right\}_{j=1}^{n^{\prime}}}\left(\psi_{\left\{q_{j}\right\}_{j=1}^{n}}\left(p_{i}\right)\right) \Rightarrow v\right\} . v\right\}$. Then $(P: M) \downarrow$ and $(P: N) \downarrow$ have different heads ( $u$ for the second, an abstracted variable for the first), and we can use the previous method.
- For all labels $M$ and $N$ have the same spine structure. We can suppose $p_{i}=q_{i}$ and $x_{i}=y_{i}$. First we free these variables, by applying to $P_{1}=\left\{p_{1} \Rightarrow x_{1}, \ldots, p_{n} \Rightarrow\right.$ $\left.x_{n}\right\}$. Then the difference must be in some applicator, say the application on $p_{i}^{\prime}$. We select it by $\left\{h \Rightarrow \lambda\left\{p_{i} \Rightarrow x\right\} .\left\{l_{1} \Rightarrow z_{1}, \ldots, l_{k} \Rightarrow z_{k}\right\} . x\right.$. The fresh variables $z_{i}$ are there not to let the value passed through $x$ "eat" other applications. Either the new head variables are different, and we are finished, either they are identical, but we can go on, having lowered the level of the difference by one.

Theorem 3.3 For two closed selective $\lambda$-terms, that is selective combinators, in $\beta \eta$-normal form, if $M \not \equiv N$, then there is an entity sequence $P$, composed only of applications on closed terms, such that

$$
\begin{aligned}
& (\{p \Rightarrow x, q \Rightarrow y\} \cdot P: M) \downarrow=x, \\
& (\{p \Rightarrow x, q \Rightarrow y\} \cdot P: N) \downarrow=y .
\end{aligned}
$$

PROOF We construct first an environment $P_{0}$ by the preceding theorem. Since we will apply it on a closed term, we can normalize it directly by the rule $\beta$ on entity sequences: $P .\{p \Rightarrow M\} . \lambda\{p \Rightarrow x\} . Q \rightarrow P .[M / x] Q$, and normalization of subterms. The result $P_{1}=P_{0} \downarrow$ will not contain abstractions, since they would be external, and wouldn't disappear in $(P: M) \downarrow$. We substitute in this result $x$ by $\lambda\{p \Rightarrow x, q \Rightarrow y\} . x, y$ by $\lambda\{p \Rightarrow x, q \Rightarrow y\} . y$ and all other free variables by any closed term, and get $P$.

## Chapter 4

## Typed selective $\lambda$-calculus

Now that we have the stream syntax, introducing types become easy. Basically, we just have to replace usual types by stream types on the left side of arrows, and everything becomes very similar to typed $\lambda$-calculus. We get easily a strong normalization theorem, and are even able to infer polymorphic types, a la ML. We conclude showing how such a parameter passing mechanism could be used in a strongly typed functional programming language.

### 4.1 Simple types

We introduce here simple types like in classical $\lambda$-calculus. In doing so we have two goals. The first one is to gain a better understanding of the calculus itself, by seeing which type structure it involves. The second one is to verify that selective $\lambda$-calculus keeps all good properties of the classical one, like strong normalization for typable terms.

We define our types by a grammar distinguishing between base types and general types,

$$
\begin{array}{lll}
l::=p n & \text { labels } \\
u & ::=u_{1}\left|u_{2}\right| \ldots & \text { base types } \\
t & ::=\{l \Rightarrow t, \ldots\} \rightarrow u & \text { types }
\end{array}
$$

where the set $\{l \Rightarrow t, \ldots\}$ denotes a finite partial function from $\mathcal{L}$ to types. We identify base types and their images $\} \rightarrow u$ in general types.

The idea in writing types like that, is that an application can be done indifferently on any label present in the type, on a value of corresponding type. This makes type inference quite intuitive.

The original syntax of terms is extended in

$$
M::=x|\lambda\{l \Rightarrow x: t, \ldots\} \cdot M| M\{l \Rightarrow M, \ldots\}
$$

which requires any abstracted variable to be explicitly typed.
A term $M$ is well typed if there is a mapping $\Gamma$ from the free variables of $M$ to types and a type $\tau$ such that
$\Gamma \vdash M: \tau$
is deducible in the type inference system of figure 4.1. It supposes the following definition of stream type concatenation.

Simply typed selective $\lambda$-calculus verifies the two fundamental properties of typed lambda-calculi.

$$
\begin{align*}
& \Gamma[x \mapsto \tau] \vdash x: \tau  \tag{I}\\
& \frac{\Gamma\left[x_{1} \mapsto \theta_{1}, \ldots\right] \vdash M: r \rightarrow \tau}{\Gamma \vdash \lambda\left\{l_{1} \Rightarrow x_{1}: \theta_{1}, \ldots\right\} \cdot M:\left\{l_{1} \Rightarrow \theta_{1}, \ldots\right\} \cdot r \rightarrow \tau}  \tag{II}\\
& \frac{\Gamma \vdash M:\left\{l_{1} \Rightarrow \theta_{1}, \ldots\right\} \cdot r \rightarrow \tau \quad \Gamma \vdash N_{i}: \theta_{i}}{\Gamma \vdash M\left\{l_{1} \Rightarrow N_{1}, \ldots\right\}: r \rightarrow \tau} \tag{III}
\end{align*}
$$

Figure 4.1: Typing rules for the simply typed calculus

Proposition 4.1 (subject reduction) If $\Gamma \vdash M: \tau$ and $M \rightarrow N$ then $\Gamma \vdash N: \tau$.
PROOF We first remark that structural equalities are compatible with typing rules: we use the stream structure in the same way.

However one case is not included in the simple stream structure: the third structural equivalence, when abstraction and application exchange their positions.

In that case, $M$ is of the form $R: \lambda S . P$, with $S=\left\{l_{1} \Rightarrow x_{1}: \theta_{1}, \ldots\right\}$ and $R=\left\{l_{1}^{\prime} \Rightarrow Q_{1}, \ldots\right\}$, $\mathcal{D}_{R} \npreceq \mathcal{D}_{S}$. The basis of the proof tree is

$$
\frac{\frac{\Gamma\left[x_{1} \mapsto \theta_{1}, \ldots\right] \vdash P: \psi_{S}\left(\left\{l_{1}^{\prime} \Rightarrow \theta_{1}^{\prime}, \ldots\right\}\right) \cdot r \rightarrow \tau}{\Gamma \vdash \lambda S . P:\left\{l_{1} \Rightarrow \theta_{1}, \ldots, l_{1}^{\prime} \Rightarrow \theta_{1}^{\prime}, \ldots\right\} \cdot r \rightarrow \tau} \quad \Gamma \vdash Q_{i}: \theta_{i}^{\prime}}{\Gamma \vdash M: \psi_{R}\left(\left\{l_{1} \Rightarrow \theta_{1}, \ldots\right\}\right) \cdot r \rightarrow \tau}
$$

which gives after reordering

$$
\frac{\frac{\Gamma\left[x_{1} \mapsto \theta_{1}, \ldots\right] \vdash P: \psi_{S}\left(\left\{l_{1}^{\prime} \Rightarrow \theta_{1}^{\prime}, \ldots\right\}\right) \cdot r \rightarrow \tau \quad \Gamma \vdash Q_{i}: \theta_{i}^{\prime}}{\Gamma\left[x_{1} \mapsto \theta_{1}, \ldots\right] \vdash P \cdot \psi_{S}(R): r \rightarrow \tau}}{\Gamma \vdash \lambda \psi_{R}(S) \cdot \psi_{S}(R): P: \psi_{R}\left(\left\{l_{1} \Rightarrow \theta_{1}, \ldots\right\}\right) \cdot r \rightarrow \tau}
$$

Then we only need to prove this property when $M$ is a redex and $N$ is the result of this reduction. We can then generalize by substitution and repetition.

If $M$ is a $\beta$-redex it is of the form $\left(\lambda\left\{l_{1} \Rightarrow x_{1}: \theta_{1}, \ldots\right\} . P\right)\left\{l_{1} \Rightarrow Q_{1}, \ldots\right\}$. Then the basis of the proof tree is:

$$
\frac{\frac{\Gamma\left[x_{1} \mapsto \theta_{1}, \ldots\right] \vdash P: r \rightarrow \tau}{\Gamma \vdash \lambda\left\{l_{1} \Rightarrow x_{1}: \theta_{1}, \ldots\right\} \cdot P:\left\{l_{1} \Rightarrow \theta_{1}, \ldots\right\} \cdot r \rightarrow \tau}}{\Gamma \vdash M: r \rightarrow \tau} \quad \Gamma \vdash Q_{i}: \theta_{i}
$$

After reduction the result is $N=P\left[x_{1} \backslash Q_{1}, \ldots\right]$. We obtain a derivation tree for $\Gamma \vdash$ $P\left[x_{1} \backslash Q_{1}, \ldots\right]$ from those of $\Gamma\left[x_{1} \mapsto \theta_{1}, \ldots\right] \vdash P: r \rightarrow \tau$ and $\Gamma \vdash Q_{i}: \theta_{i}$ by (1) do all $\alpha$-conversions necessary to the substitution of $x_{i}$ 's by $Q_{i}$ 's; (2) suppressing $x_{i}$ in the environments (except where it is redefined by an abstraction); (3) where $x_{i}$ appears without being defined in the environment, replace $\Gamma^{\prime} \vdash x_{i}: \theta_{i}$ by the derivation tree of $\Gamma^{\prime} \vdash Q_{i}: \theta_{i}$ (no problem since $\forall \mathrm{y} \in F V\left(Q_{1} \ldots Q_{n}\right) \Gamma(y)=\Gamma^{\prime}(y)$ ).

Theorem 4.1 The simply typed selective $\lambda$-calculus is strongly normalizing.
PROOF The idea is to actually construct a function that gives the longest reduction of a term in function of its input. By reduction steps we only count here $\beta$-reductions, since we already know that reordering is Noetherian.

Before doing that, we define zero functions, and the rectification of a function. In fact we use selective functions in place of classical functions, labeling arguments. They are only a practical notation since we know that selection is deterministic by the confluence theorem; and we could translate them to classical functions using their types and the order on labels.
$\tau=\left\{l_{1} \Rightarrow \tau_{1}, \ldots, l_{n} \Rightarrow \tau_{n}\right\} \rightarrow u$ is a simple type. The zero-function for $\tau$, noted $0^{\tau}$, is the function $\lambda\left\{l_{1} \Rightarrow x_{1}: \tau_{1}^{*}, \ldots, l_{n} \Rightarrow x_{n}: \tau_{n}^{*}\right\} .0$, of type $\tau^{*}$, where $*$ is defined by induction as $\left(\left\{l_{1} \Rightarrow \tau_{1}, \ldots\right\} \rightarrow u\right)^{*}=\left\{l_{1} \Rightarrow \tau_{1}^{*}, \ldots\right\} \rightarrow$ int (we replace every base type with int).

To rectify a function $f$ of type $\tau=\left\{l_{1} \Rightarrow \tau_{1}, \ldots, l_{n} \Rightarrow \tau_{m}\right\} \cdot r \rightarrow u$ to $r \rightarrow u$ you apply it to the corresponding zero-functions: $\operatorname{rect}(r \rightarrow u, f: \tau)=f\left\{l_{1} \Rightarrow 0^{\tau_{1}}, \ldots, l_{n} \Rightarrow 0^{\tau_{n}}\right\}$.

We define our function $T_{\Gamma}(M)$ by induction on the structure of the term $M$, annotated with types in some typing environment $\Gamma$. We suppose that keywords $\mathcal{S}$ and variables $\mathcal{V}$ are independent, and use $\mathcal{V} \cup \mathcal{S}$ as symbols for the respective selective functions. We only consider abstraction and applications on one label, by structural equivalence.

1. for a variable $\Gamma \vdash x: \tau$, the associated function is $\lambda\left\{x \Rightarrow x: \tau^{*}\right\} . x$.
2. for an abstraction $\Gamma \vdash \lambda\{l \Rightarrow x: \theta\} \cdot M:\{l \Rightarrow \theta\} \cdot r \rightarrow \tau$, the associated function is $\lambda\left\{l \Rightarrow x: \theta^{*}\right\} \cdot\{x \Rightarrow x\}: T_{\Gamma[x \mapsto \theta]}(M)$ if $x \in F V(M), \lambda\left\{l \Rightarrow x: \theta^{*}\right\} \cdot T_{\Gamma}(M)$ otherwise.
3. for an application $\Gamma \vdash M\{l \Rightarrow N\}: r \rightarrow \tau$, with $\Gamma \vdash N: \theta$, the associated function is, $\left(x_{1}, \ldots x_{n}\right)$ being the free variables of $N$, of which $\left(x_{1}, \ldots x_{k}\right)(k \leq n)$ are free in $M$ too,

$$
\begin{aligned}
& T_{\Gamma}(M\{l \Rightarrow N\})=\lambda\left\{x_{1} \Rightarrow x_{1}: \Gamma\left(x_{1}\right), \ldots, x_{n} \Rightarrow x_{n}: \Gamma\left(x_{n}\right)\right\} \\
& \quad\left(T_{\Gamma}(M)\left\{x_{i} \Rightarrow x_{i} \mid 1 \leq i \leq k, x_{i} \in F V(M)\right\}\left\{l \Rightarrow N^{a}\right\}+\operatorname{rect}\left(i n t, N^{a}: \theta^{*}\right)+1\right)
\end{aligned}
$$

where $N^{a}=T_{\Gamma}(N)\left\{x_{1} \Rightarrow x_{1}, \ldots, x_{n} \Rightarrow x_{n}\right\}$, and, for $f:\left\{l_{1} \Rightarrow \theta_{1}, \ldots, l_{n} \Rightarrow \theta_{n}\right\} \rightarrow$ int and $a:$ int,$f+a=\lambda\left\{l_{1} \Rightarrow x_{1}: \theta_{1}, \ldots, l_{n} \Rightarrow x_{n}: \theta_{n}\right\} .\left(f\left\{l_{1} \Rightarrow x_{1}, \ldots, l_{n} \Rightarrow x_{n}\right\}+a\right)$.

This sum of three terms expresses that $N$ may be reduced after substitution in $M$, or before, and that there may be one step of $\beta$-reduction.

In this function we make two approximations. The first one is that we count one step for each application, should there be an abstraction to reduce with or not. The second one is that we take the sum of the call-by-name and call-by-value strategies, and not their maximum. Since these are only over-estimations, our function gives an upper-bound of the longest reduction path.

If $\Gamma \vdash M:\left\{l_{1} \Rightarrow \theta_{1}, \ldots, l_{n} \Rightarrow \theta_{n}\right\} \rightarrow \tau$ and $\left.\Gamma\right|_{F V(M)}=\left\{x_{1} \mapsto \tau_{1}, \ldots, x_{m} \mapsto \tau_{m}\right\}$, then $T_{\Gamma}(M)$ is a total function from $\theta_{1}^{*} \times \cdots \times \theta_{n}^{*} \times \tau_{1}^{*} \times \cdots \times \tau_{m}^{*}$ to int. This means that on any complete input coherent with its typing, $M$ will terminate. As an independent term, we have an upper bound of its longest reduction path by $\operatorname{rect}\left(i n t, T_{\Gamma}(M):(r \rightarrow \tau)^{*}\right)$.

### 4.2 Polymorphic selective $\lambda$-calculus

Whereas more powerful typing systems exist, like second order $\lambda$-calculus, the ML trend for typing is the more simple (because more restrictive) let-polymorphism. Type quantification appears outside of the type itself, and instantiation is done implicitly while applying to arguments. The principal advantage of this type system is that, for $\lambda$-calculus, any term has a most generic type, which avoids explicit declarations of type, since a simple unification algorithm gives this type.

We will show here that such an algorithm exists for selective $\lambda$-calculus too. This means that, from a typing point of view, the addition of labels is coherent with polymorphically typed $\lambda$-calculus.
4.2. Polymorphic selective $\lambda$-calculus

$$
\begin{align*}
& \Gamma[x \mapsto \sigma] \vdash x: \sigma  \tag{I}\\
& \frac{\Gamma[x \mapsto \theta] \vdash M: r \rightarrow \tau}{\Gamma \vdash \lambda\left\{l_{1} \Rightarrow x_{1}, \ldots\right\} \cdot M:\left\{l_{1} \Rightarrow \theta_{1}, \ldots\right\} \cdot r \rightarrow \tau}  \tag{II}\\
& \frac{\Gamma \vdash M:\left\{l_{1} \Rightarrow \theta_{1}, \ldots\right\} \cdot r \rightarrow \tau \quad \Gamma \vdash N_{i}: \theta_{i}}{\Gamma \vdash M\left\{l_{1} \Rightarrow N_{1}, \ldots\right\}: \tau}  \tag{III}\\
& \frac{\Gamma \vdash M: \sigma}{\Gamma \vdash M: \forall \alpha \cdot \sigma} \quad \alpha \text { not free in } \Gamma  \tag{IV}\\
& \frac{\Gamma \vdash M: \forall \alpha \cdot \sigma}{\Gamma \vdash M: \sigma[\alpha \backslash \tau]}  \tag{V}\\
& \frac{\Gamma \vdash M: \sigma \quad \Gamma[x \mapsto \sigma] \vdash N: \tau}{\Gamma \vdash \operatorname{let} x=M \text { in } N: \tau} \tag{VI}
\end{align*}
$$

Figure 4.2: Typing rules for polymorphic selective $\lambda$-calculus

### 4.2.1 Syntax and types

The syntax is that of untyped selective $\lambda$-calculus with a let construct to introduce polymorphism, types being provided by inference.

$$
M::=x|\lambda\{l \Rightarrow x, \ldots\} \cdot M| M\{l \Rightarrow M, \ldots\} \mid \text { let } x=M \text { in } M^{\prime}
$$

We add a reduction rule, corresponding to the new construct:

$$
\text { let } x=M \text { in } N \rightarrow N[x \backslash M] .
$$

Like in Damas and Milner's definition [DM82] types are divided into monotypes ranged by $t$, and polytypes ranged by $\sigma$.

$$
\begin{array}{lll}
w::=u \mid v & \text { return types } \\
t::=\{l \Rightarrow t, \ldots\} \rightarrow w & \text { monotypes } \\
\sigma::=t \mid \forall v \cdot \sigma & \text { polytypes }
\end{array}
$$

where $u$ stands for base types and $v$ for type variables.
The distinction we introduce here between return types and monotypes is specific to selective $\lambda$-calculus. Since we want types to be as flat as possible, return types should not be functional. This means that when we substitute a variable that appears as return type with a functional type, we will need to modify the structure of the type.

### 4.2.2 Typing rules

The typing rules are given in figure 4.2 . The rules (IV)-(VI) are in no way specific to selective $\lambda$-calculus. Since type quantifiers are external they are independent from the structure of monotypes, they are exactly the same as for classical $\lambda$-calculus. Their roles are IV: Generalize, V: Instantiate and VI: Let introduction.

Proposition 4.2 (subject reduction) If $\Gamma \vdash M: \tau$ in polymorphically typed selective $\lambda$ calculus, and $M \rightarrow N$, then $\Gamma \vdash N: \tau$.

PROOF Since polymorphism can only be used in conjunction with let, the proof for simple types is enough except for let-reduction.

In this last case, the derivation tree starts with:

$$
\frac{\Gamma \vdash M: \sigma \quad \Gamma[x \mapsto \sigma] \vdash N: \tau}{\Gamma \vdash \operatorname{let} x=M \operatorname{in} N: \tau}
$$

We first make all $\alpha$-conversions necessary to the substitution of $x$ by $M$. After reduction we obtain a tree with root $\Gamma \vdash N[x \backslash M]: \tau$ from the derivation tree of $\Gamma[x \mapsto \sigma] \vdash N: \tau$ by replacing every occurrence of the axiom $\Gamma^{\prime}[x \mapsto \sigma] \vdash x: \sigma$ by the derivation tree of $\Gamma^{\prime} \vdash M: \sigma\left(\forall \mathrm{y} \in F V(M) \Gamma(y)=\Gamma^{\prime}(y)\right)$.

Still there is an important difference between these rules and rules for classical $\lambda$ calculus. It is hidden in the $\sigma[\alpha \backslash \tau]$ of rule (V). The substitution rule for types is

$$
(r \rightarrow \alpha)\left[\alpha \backslash\left(r^{\prime} \rightarrow \omega\right)\right]=\left(r\left[\alpha \backslash\left(r^{\prime} \rightarrow \omega\right)\right] \cdot r^{\prime}\right) \rightarrow \omega
$$

This means that our domain of types is radically different of Herbrand, where unification is usually described. Knowing that, the existence of a type inference algorithm may be surprising. It is due to some good properties of our system, particularly that type normalization (the flattening of $r \rightarrow r^{\prime} \rightarrow \omega$ in $r \cdot r^{\prime} \rightarrow \omega$ ) does not change sizes of types.

Since in a well-typed term all type variables get fixed once for all, we have strong normalization.

Theorem 4.2 Polymorphic selective $\lambda$-calculus is strongly normalizing.
PROOF We find an upper bound of the longest evaluation of $M$ by that of $\tilde{M}$, which is $M$ where all occurrences of let are suppressed by transforming let $x=P$ in $N$ into $K\{1 \Rightarrow N[x \backslash P], 2 \Rightarrow P\}$, where $K=\lambda\{1 \Rightarrow x, 2 \Rightarrow y\} . x$. We need $K$ for the case $x$ does not appear in $N$. Since the result is monomorphic everywhere, the argument for the simply typed calculus holds.

### 4.2.3 Type unification

The base of a type synthesis algorithm is unification. We give here a unification algorithm for monotypes defined above.

The reason we have to design a new algorithm is that we work modulo type normalization. That is, we have a good form of E-unification [GS89b], where the equivalence relation on terms can be expressed by an oriented rewriting system.

Theorem 4.3 There is an algorithm which gives the most generic unifier of a set of equations on monotypes or reports failure if there is none.

PROOF We can write unification as a rewriting algorithm which normalizes a conjunction of equalities. The rules are given in figure 4.3. $\phi$ represents a conjunction of equalities, conjunction and equality are commutative and associative. Notations are $\alpha$ to match variables, $\tau$ or $\theta$ to match any type, $\omega$ to match return types. In return types we have abbreviated the $\} \rightarrow$ part.

This rewriting system has a strongly normalizing strategy, up to equalized or new variables substitution, and the resulting normal form is the most general unifier of the original set of equations.

We first prove the correctness of this rewriting system. That is, for each rewriting rule, any unifier of the result unifies the origin, and reciprocally any unifier of the origin can be extended in an unifier of the result, by defining it on variables absent in the origin.

$$
\begin{aligned}
& \text { Base type } \quad \frac{\phi \wedge u=v}{\perp}(u \neq v ; u, v \text { base types }) \quad \text { Redundancy } \quad \frac{\phi \wedge \theta=\theta}{\phi} \\
& \text { Non-recurrent } \quad \frac{\phi \wedge \alpha=\tau}{\perp}(\tau \neq \alpha, \alpha \in \operatorname{Var}(\tau)) \\
& \text { Type structure } \frac{\phi \wedge u=\left\{l_{1} \Rightarrow \tau_{1}, \ldots\right\} \rightarrow \omega}{\perp}(u \text { base type }) \\
& \text { Elimination } \frac{\phi \wedge \alpha=\tau}{\phi[\alpha \backslash \tau] \wedge \alpha=\tau}(\alpha \in \operatorname{Var}(\phi) \backslash \operatorname{Var}(\tau) \text {, if } \tau \text { variable then } \tau \in \operatorname{Var}(\phi)) \\
& \text { Decomposition } \frac{\phi \wedge\{l \Rightarrow \theta\} \cdot r \rightarrow \omega=\left\{l \Rightarrow \theta^{\prime}\right\} \cdot r^{\prime} \rightarrow \omega^{\prime}}{\phi \wedge \theta=\theta^{\prime} \wedge r \rightarrow \omega=r^{\prime} \rightarrow \omega^{\prime}}
\end{aligned}
$$

Figure 4.3: Rewriting rules for type unification

Base type, Non-recurrent, and Type structure detect inconsistencies in the equations. That is, equation between two different base types, between a type variable and a type containing it, or between a base type and a functional type. When one of these rules fires, the system has no unifier.

Redundancy suppresses meaningless equations. It leaves unchanged the set of unifiers.

Elimination substitutes variables (using type normalization), while keeping their referent. If $\sigma$ unifies the upper side, then $\sigma(\alpha)=\sigma(\tau)$, and it unifies the lower side. And reciprocally.

Decomposition takes a label already present on the two sides of an equation, and equates the types. Correctness is clear.

Completion is used in case a label appears only on one side of an equation. We use here the second concatenation equality, to introduce it in the other side. Any unifier of the result unifies the origin, since $\{l \Rightarrow \theta\} \uplus r^{\prime} \rightarrow \alpha=r^{\prime} \cdot \psi_{r^{\prime}}\{l \Rightarrow \theta\} \rightarrow \alpha$, which is by unification equal to $r^{\prime} \rightarrow \omega^{\prime}$. Reciprocally, if $\sigma$ is a unifier of the upper side, then it maps $\omega^{\prime}$ to a functional type of the form $\psi_{r^{\prime}}\{l \Rightarrow \sigma(\theta)\} \cdot r^{\prime \prime} \rightarrow \omega^{\prime \prime}$ and we extend it for the lower side by adding $\sigma(\alpha)=r^{\prime \prime} \rightarrow \omega^{\prime \prime}$.

Next we prove that there is a terminating strategy for this system. A variable is solved when it appears only once, and as a side of an equation. We prove that a strategy reduces the lexicographical measure (unsolved variables,sum of sizes), where the size of a type is the total number of labels, variable occurrences and base types it contains.

Failure rules terminate, Redundancy and Decomposition reduce the sum of sizes, and Elimination the number of unsolved variables.

Completion by itself does not reduce the measure. But if we use it in combination with Decomposition on the same equation, eliminating or failing as soon as possible, we finally reduce the number of unsolved variables. If $\omega^{\prime}$ was not a variable, we fail immediately. Otherwise, it is solved, but we create a new variable $\alpha$. We repeat this until we can solve a "successor" of $\alpha$ with the left hand side (which may suppose creating a lineage to $\omega$ too, if completion is mutual). This sequence terminates, since there is only a finite number of labels on each side.
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Figure 4.4: Type inference algorithm

Last, we must show that our result can be interpreted as a substitution. First, in every equation, at least one side is a solved variable. If the two sides are functional types, then either Decomposition or Completion applies. If one side is a base type, then the other side is a solved variable, otherwise Elimination, Redundancy or some failure applies. If the two sides are variables, then at least one is solved.

We construct the substitution $\sigma$ by taking for each equation $\alpha=\tau$, $\alpha$ solved, $\sigma(\alpha)=\tau$. $\sigma$ is a most general unifier of the final system, and, as a consequence, if we suppress definitions for all variables introduced by completion, $\sigma^{\prime}$ is a most general unifier of the original system.

### 4.2.4 Type inference

Once we have type unification, type inference becomes a very simple thing. We just add new equations to the list while moving through the term, as shown in figure 4.4.

The principal function of this algorithm, $T p$, takes a typing environment $\Gamma$ (bindings from variable names to types) and a selective $\lambda$-term, to give back a couple (equation list,type of the term).
$\Gamma$ is an association list, and $\Gamma(x)$ is the polytype associated to $x$. We have flattened the structure by writing $\forall(\alpha, \beta, \ldots) . \tau$ for $\forall \alpha . \forall \beta \ldots . \tau . N V$ is a function that renames variables listed in $f v$ with fresh names in $\tau . F V(\tau)$ lists free variables in $\tau$, and by extension we write $F V(\Gamma)$ for free variables in associated types in $\Gamma . m g u_{\phi}$ is the most general unifier of $\phi$; by extension we apply it to environments too. " $\backslash$ " is set subtraction.

This algorithm constructs a derivation tree whose root is $\Gamma \vdash M: \tau$, where $\Gamma$ and $M$ are given. Since there is only one way to construct this tree, by induction on the structure of $M$, except for generalization and instantiation which are handled in the most general way in the variable and let cases, and that we add only necessary equations, this algorithm is complete and correct. To get the real derivation tree we apply finally $m g u_{\phi}$ to the scheme obtained.

### 4.3 Application to programming

We give here examples of the use of such extension in an ML-like language ${ }^{1}$, together with inferred types.

### 4.3.1 Keywords: an enhancement for clarity

We start by giving some examples of how the use of keywords, and their appearance in types may help the programmer. Our view is already partially proved by the use of records as data structures: while theoretically everything could be done with tuples, one will often prefer to use a record, which explicits what is represented.

First, here are some examples of functions written in an ML-like syntax, with their inferred types.

```
#let cons car=>a cdr=>b = a::b;;
    cons : {car=>'a,cdr=>'a list} -> 'a list
#cons cdr=>[1];;
    it : {car=>int} -> int list
#let rec map f=>f = fun [] -> []
# | [h|t] -> (f h)::map f=>f t;;
    map : {1=>'a list,f=>{1=>'a} -> 'b} -> 'b list
#map f=>(add 1);;
    it : {1=>int list} -> int list
#map [1;2;3];;
    {f=>{1=>int} -> 'a} -> 'a list
```

The advantage of this system is double. First, it is more expressive, and second, partial application can be done on any label.

One could argue that in the functions above, order is clear enough so that, even without labels, there is no possibility of error. However this becomes less systematic for functions of three arguments or more, and is not so natural in some two-argument functions. For instance, think about mem (membership) or assoc (association list), whose respective types are:

```
value mem : 'a -> 'a list -> bool
value assoc : 'a -> ('a * 'b) list -> 'b
```

There is no special reason for them to respect such an order. The opposite could even be more natural, since we will more often map them on the first argument than on the second. Here a quick glance at the type suppresses the ambiguity. But this is not always true, and even if we can suppose the programmer to be able to do that, the following types would certainly be more practical.
value mem : \{1=>'a,in=>'a list\} $->$ bool
value assoc : \{1=>'a,in=>('a*'b) list\} $->{ }^{\prime} b$

[^4]This is not only more readable. If one knows that every time we fetch something in a list we use the label "in", there is no longer any ambiguity.

With two arguments, there were only two possibilities of order. If we have three, we jump to six. Since the number of combinations is $n$ !, remembering arguments order for functions of more than three arguments, and there are lots of them in the functional programming paradigm, is more than uneasy. We give a little more examples. Take it_list and list_it (fold left and right),

```
value it_list : ('a -> 'b -> 'a) -> 'a -> 'b list -> 'a
value list_it : ('a -> 'b -> 'b) -> 'a list -> 'b -> 'b
```

A natural labeling as

```
value it_list : {1=>'a list, f=>{1=>'b, 2=>'a} -> 'b, start=>'b} -> 'b
value list_it : {1=>'a list, f=>{1=>'a,2=>'百} -> 'b,start=>'b} -> 'b
```

would be expressive enough, and avoid my trying to understand the type every time I use one of them.

We have voluntarily limited ourselves here to generic functions, for which currying is useful. If we think of functions interfacing a window manager for instance, the number of arguments per function is such that the use of labels seems a necessity, but one could do with records, since currying is not so important. Nonetheless, the trend in functional languages is towards a systematic use of currying. Standard ML is a notable exception, preferring uncurried functions, but CAML is an example of ML dialect preferring currying.

### 4.3.2 Relative positions versus combinators

If the advantage of symbolic labels was in expressiveness, that of relative positions is in conciseness.

```
#let sub x y = x-y;;
    sub : {1=>int,2=>int} -> int
#let minus15 = sub 2=>15;;
    minus15 : {1=>int} -> int
#let cons a b = a::b;;
    cons : {1=>'a,2=>'a list} -> 'a list
#map f=>(cons 2=>[1;2]);;
    it : {1=>int list} -> int list list
#map f=>(sub 2=>10) [11;12;13];;
    it : int list = [1;2;3]
```

We can obtain the same result with the combinator $C$ (back into CAML).

```
#let C f x y = f y x;;
    C : ('a -> 'b -> 'c) -> 'b -> 'a -> 'c
#map (C sub 10) [11;12;13];;
    it : int list = [1;2;3]
```

But the result is hardly readable, and we need a combinator for each position.

## Chapter 5

## Semantics

We gave already two accounts of the label-selective $\lambda$-calculus: a purely syntactic one (cf. Chap. 2 and 3) and a type theoretic one ( $c f$. Chap. 4). This gives us a good knowledge of how it works as a system. The next question is: What does it really represent? The trivial answer, selective functions -functions getting their arguments through labels-, gives only a partial account of what happens. We will start by formalizing it in a simply typed framework, but will go on studying what are really doing entities, first in a domain theoretical way, and then in a category theoretical way.

### 5.1 Model of the selective $\lambda$-calculus

We give here a definition, very similar to that of $\lambda$-model.
Definition 5.1 (selective $\lambda$-model) A model of selective $\lambda$-calculus is a triple $\left\langle\mathcal{A},(\widehat{p})_{p \in \mathcal{L}}, \llbracket \cdot \rrbracket.\right\rangle$ where each $\hat{p}$ is a binary operator of $\mathcal{A}$ and the translation

$$
(M, \rho) \mapsto \llbracket M \rrbracket_{\rho}: \Lambda \times P_{\mathcal{V} \rightarrow \mathcal{A}} \rightarrow \mathcal{A}
$$

satisfies the following properties,

$$
\begin{align*}
& \llbracket x \rrbracket_{\rho}=\rho(x)  \tag{i}\\
& \llbracket M\{p \Rightarrow N\} \rrbracket_{\rho}=\llbracket M \rrbracket_{\rho} \widehat{p} \llbracket N \rrbracket_{\rho}  \tag{ii}\\
& \llbracket \lambda\{p \Rightarrow x\} \cdot M \rrbracket_{\hat{p}} a=\llbracket M \rrbracket_{\rho[x \mapsto a]} \quad(\forall a \in \mathcal{A})  \tag{iii}\\
& \llbracket M \rrbracket_{\rho}=\llbracket M \rrbracket_{\left.\rho\right|_{F V(M)}}  \tag{iv}\\
& (M \equiv N) \Rightarrow \llbracket M \rrbracket_{\rho}=\llbracket N \rrbracket_{\rho}  \tag{v}\\
& \left(\forall a \in \mathcal{A} \llbracket M \rrbracket_{\rho[x \mapsto a}=\llbracket N \rrbracket_{\rho[x \mapsto a]}\right) \Rightarrow \llbracket \lambda\{p \Rightarrow x\} \cdot M \rrbracket_{\rho}=\llbracket \lambda\{p \Rightarrow x\} \cdot N \rrbracket_{\rho} \tag{vi}
\end{align*}
$$

It is extensional if

$$
\begin{equation*}
\forall a, b \in \mathcal{A}, \forall p \in \mathcal{L},(\forall x \in \mathcal{A}, a \widehat{p} x=b \widehat{p} x) \Rightarrow a=b \tag{vii}
\end{equation*}
$$

We will not give a model of this type. It is certainly feasible, and Scott models, for instance, should be easily adaptable. Nonetheless, the complexity introduced by labels suggests other ways, where label's meaning would be more evident.

Proposition 5.1 In any non trivial model of the selective $\lambda$-calculus, $\llbracket-\rrbracket$ restricted to equivalence classes of normalizable closed terms by $=_{\beta \eta}$ is injective.

PROOF By the second separation theorem we have an environment of applications $P$ such that $(\{p \Rightarrow x, q \Rightarrow y\} . P: M) \downarrow=x$ and $(\{p \Rightarrow x, q \Rightarrow y\} . P: N) \downarrow=y$.

Since our model is not trivial we have $a$ and $b$ such that $a \neq b$. $[P](d)$ being a notation for the translation of a sequence of applications on $d$ as operations in the model, we have

$$
\begin{aligned}
& ([P](\llbracket M \rrbracket)) \hat{p} a \widehat{q} b=a, \\
& ([P](\llbracket N \rrbracket)) \widehat{p} a \widehat{q} b=b .
\end{aligned}
$$

### 5.2 Typed model

These are models for the simply typed selective $\lambda$-calculus, presented in Chapter 4.

### 5.2.1 Definition

Definition 5.2 (typed model) A typed model of selective $\lambda$-calculus on $\mathcal{L}$ is a quadruple $\left\langle\mathcal{A}, T,(\widehat{p})_{p \in \mathcal{L}}, \llbracket-\rrbracket_{-}\right\rangle$where $T: \mathcal{A} \rightarrow \mathcal{T}, \mathcal{T}$ the set of types, is a total function, each $\widehat{p}$ is an internal binary operator of $\mathcal{A}$ which respects abstract application rules, and the translation

$$
(M, \rho) \mapsto \llbracket M \rrbracket_{\rho}: \Lambda_{T} \times P_{\mathcal{V} \rightarrow \mathcal{A}} \rightarrow \mathcal{A}
$$

has the following properties, for all $M, N$ in $\Lambda_{T}, p$ in $\mathcal{L}, x$ in $\mathcal{V}$, a in $\mathcal{A}$,

$$
\begin{align*}
& (T \circ \rho \vdash M: \tau) \Rightarrow T\left(\llbracket M \rrbracket_{\rho}\right)=\tau,  \tag{i}\\
& \llbracket x \rrbracket_{\rho[x \mapsto a]}=a,  \tag{ii}\\
& (M \equiv N \wedge T \circ \rho \vdash M: \tau) \Rightarrow \llbracket M \rrbracket_{\rho}=\llbracket N \rrbracket_{\rho},  \tag{iii}\\
& (T \circ \rho \vdash M:\{l \Rightarrow \theta\} \cdot r \rightarrow u \wedge T \circ \rho \vdash N: \theta) \Rightarrow \llbracket M\{l \Rightarrow N\} \rrbracket_{\rho}=\llbracket M \rrbracket_{\rho} \widehat{l} \llbracket N \rrbracket_{\rho},  \tag{iv}\\
& (T \circ \rho \vdash M: \tau) \Rightarrow \llbracket M \rrbracket_{\rho, \tau}=\llbracket M \rrbracket_{\left.\left.\rho\right|_{F V(M)}\right)},  \tag{v}\\
& \left(\forall a \in \mathcal{A}^{\theta} \llbracket M \rrbracket_{\rho[x \mapsto a]}=\llbracket N \rrbracket_{\rho[x \mapsto a]}\right) \Rightarrow \llbracket \lambda\{l \Rightarrow x\} \cdot M \rrbracket_{\rho}=\llbracket \lambda\{l \Rightarrow x\} \cdot N \rrbracket_{\rho} \tag{vi}
\end{align*}
$$

This model is moreover extensional if

$$
\begin{equation*}
\forall a, b \in \mathcal{A}^{\{\Leftrightarrow \theta\} \cdot r \rightarrow u}, \forall p \in \mathcal{L},\left(\forall x \in \mathcal{A}^{\theta}, a_{\widehat{p}} x=b_{\widehat{p}} x\right) \Rightarrow a=b . \tag{vii}
\end{equation*}
$$

### 5.2.2 Construction of a model

For any $u$ in $\mathcal{T}_{0}$ (the set of base types), let $\mathcal{A}^{u}$ be the set of all objects of type $u$, $\left(T\left(\mathcal{A}^{u}\right)=\right.$ $\{u\}$ ). They are represented by a pair $(b,())$, where $b$ is the actual value, and 0 expresses that they are basic objects. $\mathcal{A}_{0}=\bigcup_{u \in \mathcal{T}_{0}} \mathcal{A}^{u}$ is the set of constant symbols of our domain. We demand that each object have a definite type: $u \neq u^{\prime} \Rightarrow \mathcal{A}^{u} \cap \mathcal{A}^{u^{\prime}}=\emptyset$, and $T\left(\mathcal{A}_{0}\right) \subset \mathcal{T}_{0}$.

We define the domain of labeled functions constructed on $\mathcal{A}_{i}$ as all the functions for which we can give a simple typing. That is the set

$$
F_{\omega}\left(\mathcal{A}_{i}\right)=\bigcup_{u \in \mathcal{T}_{0}} \bigcup_{\left(\tau_{i}\right) \in T_{i}^{*}} \mathcal{A}^{\tau_{1}} \times \ldots \times \mathcal{A}^{\tau_{n}} \rightarrow \mathcal{A}^{u}
$$

To obtain a typing as defined above, we must affect labels to each argument. This is done by ordered sets of $\mathcal{L} . \mathcal{P}_{n}(\mathcal{L})$ is the set of $n$-uples of strictly growing labels.

We can then define $\mathcal{A}_{i+1}$ as a product of $F_{\omega}\left(\mathcal{A}_{i}\right)$ by $\mathcal{P}(\mathcal{L})$. For this we slice the two sets according to the number of arguments and get

$$
\mathcal{A}_{i+1}=\bigcup_{n \in \mathbb{N}} F_{n}\left(\mathcal{A}_{i}\right) \times c P_{n}(\mathcal{L})
$$

Our domain is finally:

$$
\mathcal{A}=\bigcup_{n \in \mathbb{N}} \mathcal{A}_{n}
$$

For each label $l$ in $\mathcal{L}$ we define an operator $\widehat{l}$

$$
\begin{aligned}
\forall\left(f,\left(l_{i}\right)\right) \in & \mathcal{A}^{\{l \Leftrightarrow \theta\} \cdot r \rightarrow u}, \forall a \in \mathcal{A}^{\theta},\left(\exists j, l_{j}=l\right) \Rightarrow f_{\widehat{l}} a= \\
& \left(\left(x_{1}, \cdots, x_{j-1}, x_{j+1}, \ldots, x_{n}\right) \mapsto f\left(x_{1}, \cdots, x_{j-1}, a, x_{j+1}, \ldots, x_{n}\right)\right. \\
& \left.\left(l_{1}, \cdots, l_{j-1}, \psi_{\left\{l_{j}\right\}}\left(l_{j+1}\right), \ldots, \psi_{\left\{l_{j}\right\}}\left(l_{n}\right)\right)\right) \in \mathcal{A}^{r \rightarrow u}
\end{aligned}
$$

### 5.2.3 Correctness of this model

We define a translation from selective $\lambda$-calculus expressions to our domain by

$$
(M, \rho) \longmapsto \llbracket M \rrbracket_{\rho}: \Lambda_{T} \times P_{\mathcal{V} \rightarrow \mathcal{A}} \rightarrow \mathcal{A}
$$

which gives for variables, $(x \in \mathcal{V})$,

$$
\forall a \in \mathcal{A} \llbracket x \rrbracket_{\rho[x \mapsto a]}=a
$$

and for abstractions, when $T \circ \rho \vdash \lambda\{l \Rightarrow x: \theta\} \cdot M:\left\{l_{i} \Rightarrow \tau_{i}\right\}_{i=1}^{n} \rightarrow u, l_{i}$ 's are growing, and $l=l_{j}$

$$
\begin{aligned}
& \llbracket \lambda\{l \Rightarrow x: \theta\} \cdot M \rrbracket_{\rho}= \\
& \quad\left(\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(f \operatorname{st}\left(\llbracket M \rrbracket_{\rho\left[x \mapsto x_{j}\right]}\right)\right)\left(x_{1}, \ldots, x_{j-1}, x_{j+1}, \ldots, x_{n}\right),\left(l_{1}, \ldots, l_{n}\right)\right)
\end{aligned}
$$

and finally for applications, when $T \circ \rho \vdash M\{l \Rightarrow N\}: \tau$,

$$
\llbracket M\{l \Rightarrow N\} \rrbracket_{\rho}=\llbracket M \rrbracket_{\rho} \widehat{l} \llbracket N \rrbracket_{\rho}
$$

Proposition $5.2\left\langle\mathcal{A}, T,(\widehat{\imath})_{l \in \mathcal{L}}, \llbracket_{-1}\right\rangle$ is an extensive typed model of selective $\lambda$-calculus.
PROOF Properties of $\llbracket \rrbracket$ are verified.
i. We translate only typable expressions, and respect types.
ii. Idem rule for variables.
iii. Induction on the structure of terms. The point is ordering rules.
iv. The translation rule itself.
v. We don't use variables not free in $M$ during the translation.
vi. Equality on functions is extensional.
vii. Idem.

### 5.3 Multi-application model

We have obtained, in the previous section, quite easily a model for the simply-typed selective $\lambda$-calculus. It gives a good abstraction for terms with same normal form, but it leaves the notion of commutativity of the calculus quite unclear.

To express clearly this property we need to define a monoid of parameters. This is exactly that of streams ${ }^{1}$ : we take $\mathcal{P}=\mathcal{S}(\mathcal{L}, \mathcal{A})$.

With this we can define the multi-application $M: \mathcal{A} \times \mathcal{P} \rightarrow \mathcal{A}$ to be:

$$
\forall f \in \mathcal{A}, \forall\left\{l_{i} \Rightarrow a_{i}\right\}_{i=1}^{n} \in \mathcal{P},\left(\forall i, l_{i}<l_{i+1}\right) \Rightarrow M(f, a)=f \widehat{l_{n}} a_{n} \cdots \widehat{l_{1}} a_{1}
$$

This multi-application is used by the new translation rule:

$$
\llbracket M\left\{l_{i} \Rightarrow N_{i}\right\}_{i=1}^{n} \rrbracket_{\rho}=M\left(\llbracket M \rrbracket_{\rho},\left\{l_{i} \Rightarrow \llbracket N_{i} \rrbracket_{\rho}\right\}_{i=1}^{n}\right)
$$

Definition 5.3 (multi-application model) A multi-application model of the selective $\lambda$ calculus as is a quadruple $\langle\mathcal{A}, \mathcal{P}, M, \llbracket \rrbracket\rangle$ such that, for some $\Rightarrow: \mathcal{L} \times \mathcal{A} \rightarrow \mathcal{P}$, when we define $\widehat{p}$ as $(x, y) \mapsto M(x, p \Rightarrow y),\langle\mathcal{A},\{\widehat{p}\}, \llbracket \rrbracket\rangle$ is a model of the selective $\lambda$-calculus, $\mathcal{P}$ is a monoid, and $r \mapsto M(-, r)$ is an injective anti-homomorphism from $\langle\mathcal{P}, \cdot \mathcal{P}\rangle$ to $\langle\mathcal{A} \rightarrow \mathcal{A}, \circ\rangle$.

We similarly define a typed model.
This form of model may even appear more natural, since we use now the stream notation, but they depart a little from classical $\lambda$-models.

Proposition $5.3\langle\mathcal{A}, T, \mathcal{P}, M, \llbracket \rrbracket\rangle$ is a typed multi-application model of selective $\lambda$-calculus.
PROOF We added the required $M$ and $\Rightarrow$.

### 5.4 Abstraction models

After multi-application models, it is natural to extend modeling to abstraction, seen as similar to application, and put the accent on a larger argument monoid $\mathcal{P}$. For simplicity we give here only untyped definitions. Typing may be added in the classical way.

### 5.4.1 Definition

Definition 5.4 (abstraction model) An abstraction model of selective $\lambda$-calculus is a quintuple $\left\langle\mathcal{A}, \mathcal{P}, H, \llbracket \rrbracket^{\Lambda}, \llbracket \rrbracket^{\Gamma}\right\rangle^{2}$ such that

- $\mathcal{P}$ is a monoid,
- $\llbracket \rrbracket^{\Lambda}$ and $\llbracket \rrbracket^{\Gamma}$ are applications respectively $\Lambda \rightarrow \mathcal{A}$ and $\Gamma^{*} \rightarrow \mathcal{P}$,
- when $M$ is convertible to $N$ in selective $\lambda$-calculus, images of $M$ and $N$ are equal:

$$
M \rightarrow N \vee M \equiv N \Rightarrow \llbracket M \rrbracket^{\Lambda}=\llbracket N \rrbracket^{\Lambda}
$$

- $H$ is an injective anti-homomorphism from $\langle\mathcal{P}, \cdot \mathcal{P}\rangle$ to $\langle\mathcal{A} \rightarrow \mathcal{A}, \circ\rangle$, (we may note $h:$ a for $H(h)(a)$, ,

[^5]- we have canonical injections $/: \mathcal{S}(\mathcal{A}) \rightarrow \mathcal{P}$ (antimorphism) and $\lambda: \mathcal{S}(\mathcal{V}) \rightarrow \mathcal{P}$ (morphism), both into $\mathcal{P}$, called application and abstraction, which have the properties:

$$
\begin{array}{ll}
/\left\{l \Rightarrow \llbracket M \rrbracket^{\Lambda}\right\} & =\llbracket\{l \Rightarrow M\} \rrbracket^{\Gamma} \\
\lambda\{l \Rightarrow x\} & =\llbracket \lambda\{l \Rightarrow x\} \rrbracket^{\Gamma} \\
/\left\{l \Rightarrow \llbracket N \rrbracket^{\Lambda}\right\}: \llbracket M \rrbracket^{\Lambda} & =\llbracket M\{l \Rightarrow N\} \rrbracket^{\Lambda} \\
\lambda\{l \Rightarrow x\}: \llbracket M \rrbracket^{\Lambda} & =\llbracket \lambda\{l \Rightarrow x\} . M \rrbracket^{\Lambda}
\end{array}
$$

### 5.4.2 Properties

We have introduced variables in the model, and as a consequence $\mathcal{A}$ will "contain" at least all $\beta \eta$-normal forms in $\Lambda$.

Proposition $5.4 \llbracket \rrbracket^{\Lambda}$ restricted to $\beta \eta$-normal forms is injective for any non trivial abstraction model.

PROOF Since our model is not trivial, we have two distinct terms $a$ and $b$ in $\mathcal{A}$.
For two different $\beta \eta$-normal terms $M$ and $N$, we use the separation theorem to get a context $P$ such that $(P: M) \downarrow=x$ and $(P: N) \downarrow=y$. We suppose we have to different labels $p$ and $q$. We abstract the variables by $\lambda\{p \Rightarrow x, q \Rightarrow y\}$. We then have:

$$
\begin{aligned}
& /\{p \Rightarrow a, q \Rightarrow b\} \cdot \lambda\{p \Rightarrow x, q \Rightarrow y\} \cdot \llbracket P \rrbracket^{\Gamma}: \llbracket M \rrbracket^{\Lambda}=a, \\
& /\{p \Rightarrow a, q \Rightarrow b\} \cdot \lambda\{p \Rightarrow x, q \Rightarrow y\} \cdot \llbracket P \rrbracket^{\Gamma}: \llbracket N \rrbracket^{\Lambda}=b,
\end{aligned}
$$

which proves the difference.
Now, we can see what we can do with entity concatenation. In fact we will read everything from left to right and see the meaning of some canonical combinations. Here we interpret labels as channels and variables as broadcasts.

- $\{p \Rightarrow M\}$ : put $M$ on channel $p$. We send the result of the calculation of $M$ to the first user of $p$
- $\{p \Rightarrow x\}$ : save $x$ on channel $p$. By moving a variable to a channel we protect it from hazardous redefinitions.
- $\lambda\{p \Rightarrow x\}$ : get $x$ from channel $p$.
- $\{p \Rightarrow M\} \cdot \lambda\{p \Rightarrow x\}: \operatorname{assign} M$ to $x$.
- $c$ : substitute $x$ with $M(x)$ on $p$. Side-effect on $x$. If $x \notin F V(M)$, this is just forgetful assignment on labels.
- $\lambda\{p \Rightarrow x\} \cdot\{q \Rightarrow M(x)\}$ : write the result of $M(p)$ on channel $q$. Side-effect on $x$.

We see here that we can translate any imperative program into an environment, and then we need not care about order of execution.

Of course there are these disturbing side-effects, that make composition difficult to verify. We have to restrict this model.

### 5.4.3 Restricted abstraction model

A restricted abstraction model is just an abstraction model restricted to closed terms and environments.

Definition 5.5 (restricted abstraction model) A restricted abstraction model of selective $\lambda$-calculus is a quintuple $\left\langle\mathcal{A}, \mathcal{P}, H, \llbracket \rrbracket^{\Lambda}, \llbracket \rrbracket^{\Gamma}\right\rangle$ such that

- $\mathcal{P}$ is a monoid,
- $\llbracket \rrbracket_{.}^{\Lambda}$ and $\llbracket \rrbracket^{\Gamma}$ are applications respectively $\Lambda \times P_{\mathcal{V} \rightarrow \mathcal{A}} \rightarrow \mathcal{A}$ and $\Gamma^{*} \times P_{\mathcal{V} \rightarrow \mathcal{A}} \rightarrow \mathcal{P}$,
- when $M$ is convertible to $N$ in selective $\lambda$-calculus, images of $M$ and $N$ are equal:

$$
M \rightarrow N \vee M \equiv N \Rightarrow \llbracket M \rrbracket_{\rho}^{\Lambda}=\llbracket N \rrbracket_{\rho}^{\Lambda}
$$

- $H$ is an injective anti-homomorphism from $\langle\mathcal{P}, \cdot \mathcal{P}\rangle$ to $\langle\mathcal{A} \rightarrow \mathcal{A}, \circ\rangle$, (we may note $h:$ a for $H(h)(a)$,
- we have a family of mappings $\left\{\left[\left(p_{m}\right) \rightarrow\left(q_{n}\right)\right]: \mathcal{A}^{n} \rightarrow \mathcal{P} \mid\left(p_{m}\right) \in \mathcal{L}^{m},\left(q_{n}\right) \in \mathcal{L}^{n}\right\}$, called transformations, which has the properties:

$$
\begin{aligned}
& {\left[\left(p_{m}\right) \rightarrow\left(q_{n}\right)\right]\left(\llbracket M_{1} \rrbracket_{\rho}^{\Lambda}, \ldots, \llbracket M_{n} \rrbracket_{\rho}^{\Lambda}\right)=} \\
& \quad \llbracket \lambda\left\{p_{i} \Rightarrow x_{i}\right\}_{i=1}^{m} \cdot\left\{q_{1} \Rightarrow M_{1}\left\{p_{i} \Rightarrow x_{i}\right\}_{i=1}^{m}, \ldots, q_{n} \Rightarrow M_{n}\left\{p_{i} \Rightarrow x_{i}\right\}_{i=1}^{m}\right\} \rrbracket^{\Gamma} \\
& {\left[\left(p_{m}\right) \rightarrow\left(q_{n}\right)\right]\left(\llbracket M_{1} \rrbracket_{\rho}^{\Lambda}, \ldots, \llbracket M_{n} \rrbracket_{p}^{\Lambda}\right): \llbracket M_{0} \rrbracket_{\rho}^{\Lambda}=} \\
& \quad \llbracket \lambda\left\{p_{i} \Rightarrow x_{i}\right\}_{i=1}^{m} \cdot\left\{q_{1} \Rightarrow M_{1}\left\{p_{i} \Rightarrow x_{i}\right\}_{i=1}^{m}, \ldots, q_{n} \Rightarrow M_{n}\left\{p_{i} \Rightarrow x_{i}\right\}_{i=1}^{m}\right\} . M_{0} \rrbracket^{\Gamma}
\end{aligned}
$$

when $\left\{x_{i}\right\} \cap \bigcup F V\left(M_{i}\right)=\emptyset$.
Proposition 5.5 If in an abstraction model we take only closed elements (that do not depend on variables), we have a restricted abstraction model.

What do represent restricted abstraction models? The selective $\lambda$-calculus extended with composition, but where we still distinguish fonctions in $\mathcal{A}$ and transformations in $\mathcal{P}$. When we lose this distinction, we get the transformation calculus of Chapter 6, and the model we give for it (cf. 7.2) is a typed restricted abstraction model, where $\mathcal{P}$ is included in $\mathcal{A}$.

### 5.5 Categorical models

### 5.5.1 Label Category

Definition 5.6 (Label monoid) A label monoid $\mathcal{M}=\{r \subset \mathcal{L}| | r \mid<\infty\}$ is defined by a set $\mathcal{L}$ of labels, together a shifting function $\phi: \mathcal{M} \times \mathcal{M} \rightarrow \mathcal{M}$ such that:

- for any $r$ in $\mathcal{M}, \phi\left(r,,_{-}\right)$is a bijection from $\mathcal{M}$ to $\{s \in \mathcal{M} \mid r \cap s=\emptyset\}$,
- $r \cdot s=r \cup \phi_{r}(s)$ defines an associative operation,
- $\emptyset$ is the neutral element of $\mathcal{M}$.

Properties The following are consequences of the definition:

1. For any $r$ in $\mathcal{M}, \emptyset$ is a fixpoint of $\phi_{r}$. (bijection + definition of.$)$
2. $\phi_{r}(s)=s$ implies $\phi_{s}(r)=r .\left(r \cdot s=r \cup s=s \cup \phi_{s}(r)\right.$ and bijection domain)
3. $r \cdot s=r \cup \phi_{r}(s)=\phi_{r}(s) \cdot \phi_{\phi_{r}(s)}^{-1}(r)$.

Definition 5.7 (label category) A label category L on a label monoid $\mathcal{M}$ has

- as objects, $O b_{\mathrm{L}}$
- as arrows, for all $a, b$ in $O b_{\mathrm{L}}, \mathrm{L}[a, b]$
- an associative endo-bifunctor _ . $: ~ \mathrm{~L} \times \mathrm{L} \rightarrow \mathrm{L}$
- and a function $L: L \rightarrow \mathcal{M}$ such that
i. $L \circ(-\cdot-)=\left(~_{-}\right) \circ\langle L \times L\rangle: \mathrm{L} \times \mathrm{L} \rightarrow \mathcal{M}$,
ii. associativity: $\forall a, b, c \in \mathrm{~L},(a \cdot b) \cdot c=a \cdot(b \cdot c)$
iii. neutral element: $\forall a, b \in \mathrm{~L},(L(a)=\emptyset) \Rightarrow a \cdot b=b$

A very simple label category is the discrete category with objects in $\mathcal{M}, \mathcal{L}$ and $\phi$ being those of streams, and $L$ the identity.

Example 5.1 (Sel) A little more interesting one is the category of labeled finite sets (or streams) and selections Sel which is defined as

- for objects $O b_{\text {Sel }}=\mathcal{M}$
- for morphisms, the selections. That is, for all $a, b$ in $O b_{\text {Sel }}, \operatorname{Sel}[a, b]=a^{b}$
- $L$ is the identity.
- reverse composition $: \forall f \in \operatorname{Sel}[a, b], g \in \operatorname{Sel}[b, c], l \in L(c),(g \circ f)(l)=f(g(l))$
- _ - is defined as in $\mathcal{M}$ for objects, and for morphisms we extend with identity. More precisely, for any $f$ in $\operatorname{Sel}[a, b]$,

$$
(r \cdot f)(l)= \begin{cases}l & \text { if } l \in r \\ \phi_{r}\left(f\left(\psi_{r}(l)\right)\right) & \text { otherwise }\end{cases}
$$

We have similarly

$$
(f \cdot r)(l)= \begin{cases}f(l) & \text { if } l \in L(b) \\ \phi_{L(a)}\left(\psi_{L(b)}(l)\right) & \text { otherwise }\end{cases}
$$

Why consider this category and not the more natural dual one? The $\lambda$-calculus with no constants does nothing else than select variables and combine, so that a great part of it can be seen through selection.

To see that this is a label category we just have to verify that _ . is really a functor. For any $f$ in $\operatorname{Sel}[a, b]$ and $g$ in $\operatorname{Sel}[b, c]$,

$$
((r \cdot g) \circ(r \cdot f))(l)= \begin{cases}l=(r \cdot(g \circ f))(l) & \text { if } l \in r \\ \phi_{r}\left(f\left(\psi_{r}\left(\phi_{r}\left(g\left(\psi_{r}(l)\right)\right)\right)\right)\right)=\phi_{r}\left((g \circ f)\left(\psi_{r}(l)\right)\right) & \text { otherwise }\end{cases}
$$

and similarly for the left side.

Definition 5.8 (Cartesian label category) A Cartesian label category L on $\mathcal{L}$ is a label category on $\mathcal{L}$ in which the label product _ - is a Cartesian product. That is, we have chosen $p_{a}: a \cdot b \rightarrow a$ and $p_{b}: a \cdot b \rightarrow b$ such that, for any $f \in \mathrm{~L}[c, a]$ and $g \in \mathrm{~L}[c, b]$, there exists exactly one $h \in \mathrm{~L}[c, a \cdot b]$ such that the following diagram commutes:


Then for any $f \in \mathrm{~L}[a, c]$ and $g \in \mathrm{~L}[b, d]$, we can define $f \cdot g=<f \circ p_{a}, g \circ p_{b}>: a \cdot b \rightarrow c \cdot d$.
Example 5.2 1. The stream monoid (cf. Chapter 3) with appropriate arrows is a Cartesian label category.
2. The monoid part of the restricted abstraction model forms a category where streams are objects and transformations are morphisms.

### 5.5.2 Record category

If label categories introduce some notion of product through the bifunctor, this is very far from a Cartesian product in two ways. First we have no real conditions on the properties of the result, and second, all is on the same level so that product does not abstract.

In label categories we can replace the notion of Cartesian product by that of record ${ }^{3}$. Intuitively, a record is a finite product in which we access to information through labels (nothing new.)

Definition 5.9 (record) A record of the $n$-uple $\left(a_{n}\right)$ of objects of L with label $\left(l_{n}\right)\left(l_{i}<\right.$ $\left.l_{i+1}\right)$ is an object $r=\left\{l_{1} \Rightarrow a_{1}, \ldots, l_{n} \Rightarrow a_{n}\right\}$ together with a tuple of morphisms $\left(p_{n}\right)$ in $\left(\mathrm{L}\left[r, a_{1}\right], \ldots, \mathrm{L}\left[r, a_{n}\right]\right)$, such that $L(r)=\left(u_{n}\right)$ and, for any $c$ in $O b_{\mathrm{L}}$, and $n$ morphisms $\left(f_{n}\right)$ in $\mathrm{L}\left[c, a_{i}\right]$ there exists exactly one morphism $f$ in $\mathrm{L}[c, r]$ verifying $\forall i \in \llbracket 1, n \rrbracket$, $f_{i}=p_{i} \circ f$, or equivalently the following diagram commutes.


We could equivalently define a record with label $\left(l_{n}\right)$ as a limit for a diagram indexed on a discrete graph with $n$ nodes. In fact, a record is only a labeled indexed product.

Definition 5.10 (record category) A record category R on $\mathcal{L}$ is a Cartesian label category on $\mathcal{L}$ with a family of endofunctors indexed on $\mathcal{L},\left\{l \Rightarrow_{-}\right\}: R \rightarrow \mathrm{R}$, such that $a$ is isomorphic to $\{l \Rightarrow a\}$ and $\{l \Rightarrow a\} \cdot\left\{l^{\prime} \Rightarrow b\right\}=\left\{\phi_{\{l\}}\left(l^{\prime}\right) \Rightarrow b\right\} \cdot\left\{\phi_{\phi_{\{l\}}\left\{l^{\prime}\right\}}^{-1}(l) \Rightarrow a\right\}$, and an object $t$ such that $L(t)=\emptyset$.

Proposition 5.6 R has the following properties:

1. $t$ is terminal.

[^6]2. for any label $\left(l_{n}\right)$, and any tuple $\left(a_{n}\right)$ of $r$ there is a record.

PROOF Since R is a label category, for any $a$ in $\mathrm{R}, a \cdot t=a$. Since it is Cartesian, we use the diagram with $c=a, b=t$, and $f=i d$. We deduce from it that $h=p_{a}^{-1}$, so that $g$ has to be $p_{b} \circ p_{a}^{-1}$. But the choice of $g$ does not depend on the rest of the diagram, so it means that there is only one arrow from $a$ to $t$.

With $t$, labeling, and product, we can produce any record.

Example 5.3 (TSel) The category of selections on trees is a record category. Its fundamental objects are atomic labels in $\mathcal{L}$, and all others are given by closure of product and labeling.

Selections between two objects $a$ and $b$ of $O b_{\text {TSel }}$ are selections between their sets of leaves (we see records as trees.) Extension through _ - is done as before, but according to the number of leaves.

Since labeling doesn't add leaves, all works as before.

### 5.5.3 Record closed category

It is what one expects, a model of simply typed selective $\lambda$-calculus.
Definition 5.11 (exponent) Let C be a Cartesian category and $a, b$ in $O b_{\mathrm{C}}$. The exponent of $a$ and $b$ is an object $b^{a}$ together with a morphism eval $l_{a, b}: b^{a} \times a \rightarrow b$, such that for all morphisms $f: c \times a \rightarrow b$, there exists one and only one $h: c \rightarrow b^{a}$ such that the following diagram commutes :


For record categories, replace $\mathrm{X}_{\mathrm{K}}$ by $\mathrm{H}_{\mathrm{-}}$, the exponent should labeled as $b$.

Definition 5.12 (record closed category) $A$ record closed category R on $\mathcal{L}$ is a record category on $\mathcal{L}$ which has an exponent for every pair of objects, and it satisfies the conditions:
i. for all $a$ in $\mathcal{A}, a^{t}=a$, and eval $t_{t, a}$ is the identity on $a$.
ii. for all $a, b$ in $\mathcal{P}, c$ in $\mathcal{A},\left(c^{b}\right)^{a}=c^{a \cdot b}$, and eval ${ }_{b, c} \circ\left(e v a l_{a, c^{b}} \cdot i d_{b}\right)=e v a l_{a \cdot b, c}$.

Proposition 5.7 Any record closed category is a Cartesian closed category.
PROOF by definition.

Definition 5.13 (generator) Let Cbe a category. $t \in O b_{\mathrm{C}}$ is a generator ifffor all $a, b \in O b_{\mathrm{C}}$ and all $f, g \in \mathrm{C}[a, b], f \neq g \Rightarrow \exists h \in \mathrm{C}[t, a] f \circ h \neq g \circ h$.

Proposition 5.8 A RCC Rwhere there is an object for each base type and a terminal object that is a generator provides a model of simply typed selective $\lambda$-calculus.

PROOF We first remark that a model of simply type selective $\lambda$-calculus is a model of simply typed model, since the last introduces types. We start from the model of the beginning of this chapter. Let $t, L(t)=o$ be a generator terminal object of R. For any $v$ in $\mathcal{T}_{0}, \mathcal{A}^{v}$ is represented by $\mathrm{R}\left[t, a_{\nu}\right]$. For any $\tau$ in $\mathcal{T}, a_{\tau}$ is obtained by the corresponding record constructions and exponentiations.

For $a, b \in O b_{\mathrm{R}}, f: t \rightarrow b^{(p \Rightarrow a)}, x: t \rightarrow a$, we define

$$
f_{\widehat{p}} b \stackrel{\text { def }}{=} \operatorname{eval}_{(p \Rightarrow a), b} \circ<f, p_{1}^{-1} \circ x>: t \rightarrow b
$$

where $p_{1}:(p \Rightarrow a) \rightarrow a$ is the isomorphism of record construction.

### 5.5.4 Multi-categorical model

It is true that RCCs provide models of selective $\lambda$-calculus, but they express much more than necessary. In fact they provide a selective $\lambda$-calculus on a datatype of labeled trees, which is not our initial goal. This superfluous structure came from the fact we expressed everything in the same category. The idea here is to separate clearly terms and environments into two different categories.

Definition 5.14 The category $\mathcal{P}$ of records on a category $\mathcal{A}$, with labels in $\mathcal{L}$, is a $\mathcal{M}$ Cartesian label category such that
a. we have a family of full and faithful covariant functors $\{\widehat{p}: \mathcal{A} \rightarrow \mathcal{P} \mid p \in \mathcal{L}\}$, called labeling functors $\left(L(\widehat{p} a)=\{p\}\right.$ and $\left.\{l \Rightarrow a\} \cdot\left\{l^{\prime} \Rightarrow b\right\}=\left\{\phi_{\{ } l\right\}\left(l^{\prime}\right) \Rightarrow b\right\} \cdot\left\{\phi_{\phi_{\{l\}}^{-1}\left\{l^{\prime}\right\}}(l)\right)$,
b. and $O b_{\mathcal{P}}$ is the closure of the union of images of $\{\widehat{p} \mid p \in \mathcal{L}\}$ and a terminal object $t$ generator of $\mathcal{P}, L(t)=o, b y_{-} \cdot$.

Definition 5.15 A category $\mathcal{A}$ of 1 -morphisms over a $\mathcal{L}$-Cartesian label category $\mathcal{P}$ with a terminal object $t$ generator of $\mathcal{P}$ has
a. contravariant functors $A_{a}: \mathcal{P} \rightarrow \mathcal{A}$, for each a in $\mathcal{P}$ such that $L(a)=1$; for objects we write $a^{b}=A_{a}(b)$
b. bijective functions $O_{a, b}: \mathcal{P}[a, b] \rightarrow \mathcal{A}\left[a^{t}, b^{t}\right]$, for $a, b \in O b_{\mathcal{P}}, L(a)=L(b)=1$,
c. for each $a, L(a)=1$ functions eval $_{b, a} \in \mathcal{P}[t, b] \rightarrow \mathcal{A}\left[a^{b}, a^{t}\right]$ such that for any $c \in O b_{\mathcal{P}}$, $L(c)=1$ and any $f: c \cdot b \rightarrow a$ there exists one and only one $h: c^{t} \rightarrow a^{b}$ such that

$$
\forall g \in \mathcal{P}[t, b], \operatorname{cval}_{b, a}(g) \circ h=O_{c, a}(f \circ(i d \cdot g))
$$

That is, for any $f$ there is a unique $h$ such that the following diagram commutes for any $g$.


Definition 5.16 (label-exponential pair) A label-exponential pair of categories $\langle\mathcal{A}, \mathcal{P}\rangle$ is such that
a. $\mathcal{P}$ is the category of records on $\mathcal{A}$,
b. $\mathcal{A}$ is a category of 1-morphisms over $\mathcal{P}$,
c. we have the equalities $O_{a, b} \circ \hat{1}_{a^{t}, b^{t}}=I d_{a^{t}, b^{t}}$ and $\hat{1}_{a^{t}, b^{t}} \circ O_{a, b}=I d_{a, b}$,
d. we have the associativity of arguments

$$
\operatorname{eval}_{b, c}(f) \circ \operatorname{eval}_{a,\left\{1 \Rightarrow c^{b}\right\}}(g)=\operatorname{eval}_{a \cdot b, c}((a \cdot f) \circ g) .
$$

Arrows in $\mathcal{P}$ are meant to express transformations (functions between two records), while in $\mathcal{A}$ they may express the presence of a preprocessing transformation: if $r \in \mathcal{P}[b, c]$, $f \in \mathcal{A}\left[d, a^{c}\right], L(a)=1$, then $f \circ A_{a}(r) \in \mathcal{A}\left[d, a^{b}\right]$.

Proposition 5.9 Any label-exponential pair $\langle\mathcal{A}, \mathcal{P}\rangle$ where $A_{a}$ 's are faithful is a restricted abstraction model of simply typed selective $\lambda$-calculus.

PROOF Chose objects in $\mathcal{A}$ to represent your base types. The extensive representation of a base type $u$ is $\mathcal{P}\left[t, \widehat{1} a^{u}\right]$. We obtain an object for each type inductively:

$$
\left\{1 \Rightarrow a^{u}\right\}^{\left\{l_{1} \Rightarrow a^{\tau_{1}}, \ldots, l_{n} \Rightarrow a^{\tau_{n}}\right\}}=a^{\left\{l_{1} \Rightarrow \tau_{1}, \ldots, l_{n} \Rightarrow \tau_{n}\right\} \rightarrow u}
$$

The construction of such a record is insured by the commutation equality.
For each type $\tau$, abstractions of functions towards this type is obtained by $A_{\left\{1 \Rightarrow a^{\tau}\right\}}$ from objects of $\mathcal{P}$.

Multi-application is obtained as, with non normalized types,

$$
\begin{aligned}
& \forall f:\left(r_{1} \cdot r_{2} \rightarrow u\right) \in \mathcal{P}\left[t,\left\{1 \Rightarrow\left\{1 \Rightarrow a^{r_{2} \rightarrow u}\right\}^{r_{1}}\right], \forall p: r_{1} \in \mathcal{P}\left[t, b^{r_{1}}\right]\right. \\
& \qquad f \cdot p]=\left\{1 \Rightarrow \text { eval }_{b^{r_{1}}, a^{r_{2} \rightarrow u}}(p) \circ f\right\}: r_{2} \rightarrow u \in \mathcal{P}\left[t,\left\{1 \Rightarrow a^{r_{2} \rightarrow u}\right\}\right]
\end{aligned}
$$

Transformations are morphisms in $\mathcal{P}$.

Remark We have to require faithfulness of $A_{a}$ 's to ensure all transformations are obtained. Without this restriction we can construct label-exponential bicategories in which, for instance, we have only constant functions.

Example 5.4 The category of set representations of types and maps, coupled with the category of records constructed on it, is a label exponential pair. The construction is just the same.

Proposition 5.10 A label-exponential pair $\langle\mathcal{A}, \mathcal{P}\rangle$ where $A_{a}$ 's are faithful and there is an object $U$ in $\mathcal{A}$ such that for any label $p,(\{1 \Rightarrow U\})^{\{p \Rightarrow U\}}<U$ by $(\phi, \psi)$ provides a restricted abstraction model of selective $\lambda$-calculus.

### 5.5.5 Mono-categorical model

The multi-categorical model seems a success, in that it correctly models the selective $\lambda$-calculus, without introducing more values than necessary.

However, the separation in two categories introduces lots of complexity. The question is then: Do we really need to restrict that much our model? Wouldn't it be possible to put a little more in, and get a simpler structure? This is a classical way of proceeding: for instance the usual CCC model for the $\lambda$-calculus introduces pairs in the model, which didn't exist in the original $\lambda$-calculus.

Since records roughly correspond to pairs, one could think that we are already done with the RCC model. But there is an essential difference between records and products: records add a notion of labeling, which distinguishes $\{1 \Rightarrow a\}$ from $a$. We need more discernment.

The solution we propose here is to limit some properties to subcategories of a full category modeling our calculus. It appears to be quite successful, since the resulting category corresponds to an interesting extension of selective $\lambda$-calculus, the transformation calculus, whose syntax is studied in Chapter 6.

Definition 5.17 (function-transformation category) $A$ function-transformation category $\mathcal{A}$, containing functions has:
a. a subcategory $\mathcal{P}$, which is itself a Cartesian label category, which contains the records,
b. a family of faithful labeling functors indexed by $\mathcal{L},\{l \Rightarrow-\}: \mathcal{A} \rightarrow \mathcal{P}$, such that $\left.L(\{l \Rightarrow a\})=\{l\},\{l \Rightarrow a\} \cdot\left\{l^{\prime} \Rightarrow b\right\}=\left\{\phi_{\{ } l\right\}\left(l^{\prime}\right) \Rightarrow b\right\} \cdot\left\{\phi_{\phi_{\{1\}}\left\{l^{\prime}\right\}}^{-1}(l)\right.$, and $a$ and $\{l \Rightarrow a\}$ are isomorphic.
c. an object t generator in $\mathcal{P}$ such that $L(t)=\emptyset$,
d. an exponential bifunctor (contravariant in its first argument), $A: \mathcal{P} \times \mathcal{A} \rightarrow \mathcal{A}$. We note $b^{a}$ for $A(a, b) \in \mathcal{A}$, and we have morphisms eval ${ }_{a, b}:\left\{1 \Rightarrow b^{a}\right\} \cdot a \rightarrow b$ such that $\left(b^{a}\right.$, eval $\left._{a, b}\right)$ is an exponent of $a$ and $b$ (cf. Def. 5.11, replacing $\times_{-}$by $\left.\left\{1 \Rightarrow_{-}\right\} \cdot{ }_{-}\right)$
e. a subcategory $\mathcal{T}$, formed by the exponents of objects of $\mathcal{P}$, which contains the transformations,
f. an extension bifunctors $E: \mathcal{T} \times \mathcal{P} \rightarrow \mathcal{T}$, such that $E\left(b^{a}, c\right)=(b \cdot c)^{a \cdot c}$ and $a<E(a, b)$,
g. and satisfies the following conditions,
(i) for all $a$ in $\mathcal{A}, a^{t}=a$, and eval $_{t, a}$ is the canonical isomorphism between $\{1 \Rightarrow a\}$ and $a$.
(ii) for all $a, b$ in $\mathcal{P}, c$ in $\mathcal{A},\left(c^{b}\right)^{a}=c^{a \cdot b}$, and eval $l_{b, c} \circ\left(e v a l_{a,\left\{1 \Rightarrow c^{b}\right\}} \cdot i d_{b}\right)=e v a l_{a \cdot b, c}$.

Properties The following are properties of function-transformation categories:

1. $\mathcal{P}$ is a record category. (by definition)
2. $t$ is terminal in $\mathcal{A}$. (follows $1+$ isormorphism between $a$ and $\{l \Rightarrow a\}$ )
3. $\mathcal{P}$ is a subcategory of $\mathcal{T} .\left(a^{t}=a\right)$
4. If $b \in \mathcal{T}$, then $b^{a} \in \mathcal{T}$.

Proposition 5.11 A function-transformation category $\mathcal{A}$ is a model of the typed transformation calculus, where $\mathcal{P}$ models streams, $\mathcal{T}$ models transformations, and $\mathcal{A}$ models functions.

### 5.6 Final remarks on semantics

This chapter gave a lot of definitions, and very few theorems and proofs. This is related to our approach, in which models are rather supposed to give an intuition of what is behind the syntax, than to be studied for themselves.

The most important result of this approach starts with the next chapter, in which we define the transformation calculus. This calculus is the syntactical interpretation of all the semantic constructions of this chapter. As such, the relation between transformation calculus and function-transformation categories is close to that between the categorical combinatory logic and Cartesian closed categories [Cur93], eventhough our approach is less formal.

## Chapter 6

## The transformation calculus

This chapter presents the transformation calculus, starting with an operational view based on stack machines. Then the calculus is formally defined, and the notion of scopefree variable is introduced. It closes with the definition of transformational combinators, ie we had in lambda calculus.

We only deal here with the basic untyped transformation calculus, typing and extensions being the objet the next chapter.

### 6.1 Introduction

Currying is as old as lambda calculus. For the simple reason that, in raw lambda calculus -without pairing or similar built-in constructs-, this is the only way to represent multi-argument functions. This just means that we will write

$$
\lambda x . \lambda y \cdot M[x, y]
$$

in place of

$$
(x, y) \mapsto M[x, y]
$$

At this stage appears a first asymmetry: while in the pair $(x, y)$ the two variables play symmetrical roles, in $\lambda x . \lambda y . M$ they don't. An implicit order was introduced. Materially this means that we can partially apply our function directly on $x$ but not on $y$.

We now look at types. There, currying can be seen as isomorphism of types [BCL90]:

$$
(A \times B) \rightarrow C \simeq A \rightarrow B \rightarrow C .
$$

Here comes another asymmetry: why don't we get any similar isomorphism for $A \rightarrow$ ( $B \times C$ ).

The calculus we will present here generalizes currying to these two kinds of symmetries: between arguments, and between input and output. For the first one, we are just taking over the mechanism of label-selective currying developped in Chapter 3.

For the second one we develop a new notion of composition, which, contrary to the usual one, is compatible with currying.

The resulting system, transformation calculus, is a conservative extension of lambda calculus. Why such a name? Because this essentially syntactic extension -semantics stay very similar (cf. Section 7.2 - provides us with a new way of representing state transformations, i.e. state being represented by labeled input parameters, that may get returned by our term. Handling state as a supplementary parameter that gets returned with the result is not new. But by extending currying we get more flexibility, in two ways.

First, since a part of the state is no more than a labeled parameter, we can dynamically extend it by simply adding a new parameter at some point in our term. Second, extended currying lets a transformation ignore parts of the state it doesn't need. They will just be left unmodified.

To demonstrate our point, we introduce scope-free variables, which are trivially encoded in the transformation calculus, and can be used in place of usual scoped mutable variables, in the Algol tradition. Since they have no syntactic scope, scope-free variables respect dynamic binding rather than static binding; but they are more flexible than Algol variables, while simulating blocks and stack discipline.

### 6.2 Composition and streams

We first introduce informally and progressively the features of our calculus. We start from the classical pure lambda-calculus, that is

$$
M::=x|\lambda x . M| M M
$$

with $\beta$-reduction

$$
(\lambda x \cdot M) N \rightarrow_{\beta}[N / x] M
$$

and where terms are considered modulo $\alpha$-conversion (renaming of bound variables).

### 6.2.1 Implicit currying

Currying is the fundamental transformation by which multi-argument functions are encoded in the lambda-calculus. It can appear in abstractions as well as applications. For instance $f(a, b)$ will be encoded as $(f(a))(b)(f a b$ without parentheses), and $\lambda(x, y) . M$ becomes $\lambda x . \lambda y . M$.

This operation does not modify the nature of calculations, since clearly $(\lambda(x, y) . M)(a, b)$ and ( $\lambda x . \lambda y . M$ ) $a b$ reduce to the same $[a / x, b / y] M$ (provided $x$ and $y$ are distinct variables). Currying can be extended to an arbitrary number of arguments, i.e. $\lambda\left(x_{1}, \ldots, x_{n}\right) . M$ is encoded as $\lambda x_{1} \cdots . \lambda x_{n} . M$. As long as we encode similarly applications and abstractions, no problem should appear.

By implicit currying, we mean that we will write curried and uncurried versions of terms indifferently, always supposing that we reduce curried ones. Of course we work in the pure lambda-calculus without pairing, so that no confusion is possible. The new syntax becomes

$$
M::=x|\lambda(x, \ldots) \cdot M| M(M, \ldots)
$$

where abstracted variables under the same $\lambda$ should be distinct. Implicit currying is expressed by the two structural equivalences:

$$
\text { If all } x_{i} \text { 's are distinct then }
$$

$$
\begin{aligned}
& \lambda\left(x_{1}, \ldots, x_{n}\right) \cdot M \equiv \lambda\left(x_{1}, \ldots, x_{k}\right) \cdot \lambda\left(x_{k+1}, \ldots, x_{n}\right) \cdot M \\
& M\left(N_{1}, \ldots, N_{n}\right) \equiv_{\lambda} \quad M\left(N_{1}, \ldots, N_{k}\right)\left(N_{k+1}, \ldots, N_{n}\right)
\end{aligned}
$$

$\equiv$ is defined as the relflexive, symmetric and transitive closure of $\equiv_{\varsigma}$ 's.
$\beta$-reduction applying on the implicitly curried form, a reduction step only binds one variable.

$$
(\lambda(x, y) \cdot M)(a, b) \rightarrow_{\beta}(\lambda(y) \cdot[a / x] M)(b) \rightarrow_{\beta}[a / x, b / y] M
$$

In fact, if we remember the habit many have of writing $(\lambda x y . M) a b$ for the above term, we have done absolutely nothing new. However this syntax lets us emphasize some natural groupings of values. For instance the encoding of pairs in lambda-calculus can be written as $\lambda(x, y) . \lambda f . f(x, y)$.

### 6.2.2 Composition

The next step is to introduce a binary composition operator (";") and a transformation constructor (" $\downarrow$ "). A transformation is what should appear on the left side of a composition, for a reduction to progress correctly.

$$
M::=\ldots|\downarrow| M ; M
$$

It will be more intuitive to use an alternative syntax for application,

$$
M::=\ldots \mid(M, \ldots) \cdot M
$$

with $\left(N_{1}, \ldots\right) \cdot M \equiv M\left(N_{1}, \ldots\right)$, and both the dots of abstraction and application binding tighter than composition.

Together we add a new reduction rule, and a new structural equivalence, to eliminate compositions. Some other equivalences are introduced in the actual calculus, to enable earlier flattening of terms, but we leave them for later.

$$
\begin{aligned}
\downarrow ; M & \rightarrow \downarrow \\
\left(N_{1}, \ldots, N_{k}\right) \cdot\left(M_{1} ; M_{2}\right) & \equiv . ; \quad\left(N_{1}, \ldots, N_{k}\right) \cdot M_{1} ; M_{2}
\end{aligned}
$$

We can see the sequencing role of composed pairs as follows: when we apply ( $M_{1} ; M_{2}$ ) to a sufficient input tuple of arguments, we first apply $M_{1}$ to this tuple, get (hopefully) a tuple-term (term of form $\left(N_{1}, \ldots, N_{k}\right) . \downarrow$ ) as result of its reduction, and apply $M_{2}$ to this result tuple.

It just looks like we added a stack machine into the lambda-calculus. For instance, we can write the transformation that switches two terms on top of a stack as $s w=$ $\lambda(x, y) \cdot(y, x) \cdot \downarrow$, and can apply it to an input tuple of any size:

$$
\begin{array}{lrl} 
& (a, b, c) & . \lambda(x, y) \cdot(y, x) \cdot \downarrow \\
\rightarrow_{\beta} & (b, c) & . \lambda(y) \cdot(y, a) \cdot \downarrow \\
\rightarrow_{\beta} & (c) & .(b, a) \cdot \downarrow \\
\equiv & (b, a, c) & . \downarrow
\end{array}
$$

Composed with another term, it plays the same role as the $C=\lambda f \cdot \lambda(x, y) \cdot f(y, x)$ combinator; but in a postfix way.

$$
\begin{array}{lrl} 
& (c) & .(a, b) .(s w ; K) \\
\equiv & (a, b, c) & .(s w ; K) \\
\equiv . ; & (a, b, c) & . s w ; K \\
\xrightarrow{*} & (b, a, c) & . \downarrow ; K \\
\equiv . ; & (b, a, c) & .(\downarrow ; K) \\
\rightarrow \downarrow & (b, a, c) & . \lambda(x, y) \cdot x \\
\xrightarrow{*} & (c) & . b
\end{array}
$$

Since we are in the lambda-calculus, we can define the fix-point operator $Y$. We just define then loops in terms of this operator. The functional for a while-do loop can be defined as

```
while = Y(\lambdawhl.
    \lambda(end,do).(end;
            \lambdab.if b then do; whl(end,do) else \downarrow)
    )
```

The end-condition is a transformation that adds to its input a boolean $b$, false to end, true to go on, leaving the rest in position. do may change the values from the input, but not their number. Such a functional works on a state of any size.

An imperative version of Euclid's algorithm for the greatest common divisor can then be written

$$
\begin{aligned}
& \text { while }(\lambda(x) \cdot(x \neq 0, x) \cdot \downarrow \\
& \quad \lambda(x, y) \cdot(y \bmod x, x) \cdot \downarrow) \\
& \lambda(x, y) \cdot y
\end{aligned}
$$

We notice here an important difference between this "while" functional and something equivalent written using pairing. Here our end-condition only uses $x$, whereas a functional using pairing would have required it to receive the whole state eventhough $y$ is not needed. This remark will become even more important when we will add to our calculus the power of selective currying.

### 6.2.3 Selective currying

Combining lambda-calculus and a stack machine should be enough to express algorithms both in their functional and imperative form. However, in chosing a reduction system rather than an equational theory to express our calculus, we are interested in giving some meaning to the reductions themselves. We can think of various meanings, like complexity, sequentiality constraints, etc... If we do such an analysis, then we see that, with simple implicit currying, we need much more reduction steps than should be necessary. That is, when we want to access the $5^{\text {th }}$ element of a tuple we have to extract successively all the elements before it, and put them back:

$$
\lambda\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right) \cdot\left(x_{5}, x_{1}, x_{2}, x_{3}, x_{4}\right) \cdot \downarrow
$$

Even more than the number of reductions, we should be preoccupied by the fact we have accessed four unrelated values to move only one. And this in an asymmetrical way, values after the fifth element being left untouched.

### 6.2.3.1 Indexed streams

The answer to this problem comes from the canonical injection of tuples into records, as it can be found functional languages like Standard ML or LIFE. That is

$$
\left(x_{1}, \ldots, x_{n}\right) \equiv\left\{1 \Rightarrow x_{1}, \ldots, n \Rightarrow x_{n}\right\}
$$

We will just consider tuples as a particular case of streams (the name we give to these numerically indexed records). We use streams to access directly the arguments we are interested in. For instance we write the previous transformation

$$
\lambda\{5 \Rightarrow x\} \cdot\{1 \Rightarrow x\} \cdot \downarrow
$$

We extract the $5^{\text {th }}$ element from the input, and put it in first position.
By symmetry we can use such incomplete streams in applications as well as abstractions. The transformation $\{5 \Rightarrow a\}$. $\downarrow$ inserts $a$ before the fifth argument of its input, pushing up all its followers by one.

$$
\left(b_{1}, b_{2}, b_{3}, b_{4}, b_{5}, b_{6}\right) \cdot\{5 \Rightarrow a\} \cdot \downarrow \rightarrow_{\beta}\left(b_{1}, b_{2}, b_{3}, b_{4}, a, b_{5}, b_{6}\right) \cdot \downarrow
$$

The stream we apply our transformation to can be incomplete too, like in the following case.

$$
\{2 \Rightarrow a, 5 \Rightarrow b, 7 \Rightarrow c\} \cdot\{5 \Rightarrow d\} . \downarrow \rightarrow_{\beta}\{2 \Rightarrow a, 5 \Rightarrow d, 6 \Rightarrow b, 8 \Rightarrow c\} \cdot \downarrow
$$

Generally, we must define a concatenation operation on streams, compatible with the partial isomorphism between streams and tuple. This is done by shifting indexes in the inserted stream according to those present in the original one. These mechanisms are described in Section 3.1. The important point is that we have a reciprocal operation, sub-stream extraction, which we can use to separate a stream into two parts, which form it back by concatenation.

$$
\begin{array}{ll} 
& \{1 \Rightarrow a, 2 \Rightarrow b, 3 \Rightarrow c, 5 \Rightarrow d, 7 \Rightarrow e\} \cdot \lambda\{2 \Rightarrow x, 3 \Rightarrow y\} \cdot M \\
\equiv & \{1 \Rightarrow a, 3 \Rightarrow d, 5 \Rightarrow e\} \cdot\{2 \Rightarrow b, 3 \Rightarrow c\} \cdot \lambda\{2 \Rightarrow x, 3 \Rightarrow y\} \cdot M \\
\xrightarrow{*} & \{1 \Rightarrow a, 3 \Rightarrow d, 5 \Rightarrow e\} \cdot[b / x, c / y] M
\end{array}
$$

This operation can be applied to the abstraction part too:

$$
\begin{array}{ll} 
& \{2 \Rightarrow a, 4 \Rightarrow b\} \cdot \lambda\{2 \Rightarrow x, 3 \Rightarrow y\} \cdot M \\
\equiv & \{3 \Rightarrow b\} \cdot\{2 \Rightarrow a\} \cdot \lambda\{2 \Rightarrow x\} \cdot \lambda\{2 \Rightarrow y\} \cdot M \\
\rightarrow_{\beta} & \{3 \Rightarrow b\} \cdot \lambda\{2 \Rightarrow y\} \cdot[a / x] M \\
\equiv_{. \lambda} & \lambda\{2 \Rightarrow y\} \cdot\{2 \Rightarrow b\} \cdot[a / x] M
\end{array}
$$

In the second line we decompose both abstraction and application to permit $\beta$-reduction in the third one. The $\equiv_{\lambda}$ equivalence in the last line is there to switch unrelated abstractions and applications, and let the reduction progress smoothly. We will argue later its coherence with the rest of the system.

Thanks to these streams we can now write algorithms using the power of something quite close to a direct-access stack machine. It is slightly different since reading a position in the stream destroys this position, but writing resulting in a symmetrical insertion this is not a problem. Here is a transformation incrementing the fifth position in a stream.

$$
\begin{array}{lrl} 
& (a, b, c, d, e) & . \lambda\{5 \Rightarrow x\} \cdot\{5 \Rightarrow x+1\} \cdot \downarrow \\
\equiv & (a, b, c, d) & \cdot\{5 \Rightarrow e\} \cdot \lambda\{5 \Rightarrow x\} \cdot\{5 \Rightarrow x+1\} \cdot \downarrow \\
\rightarrow_{\beta} & (a, b, c, d) & \cdot\{5 \Rightarrow e+1\} \cdot \downarrow \\
\equiv & (a, b, c, d, e+1) & \cdot \downarrow
\end{array}
$$

### 6.2.3.2 Naming positions

The problem of such a system is that since the indexes in the stream may change with each transformation we apply to it, we have no uniform way to address a defined position in it. This increments the fifth position by the first (which is destroyed):

$$
\lambda\{1 \Rightarrow x, 5 \Rightarrow y\} .\{4 \Rightarrow x+y\} \cdot \downarrow
$$

The position we addressed as $5^{\text {th }}$ before the transformation must become the $4^{\text {th }}$ after it, since we do not distinguish arguments $(x)$ from mutable variables ( $y$ ).

This possibility of mixing is good, since it means that we can see everything with a functional insight. However we would like to have a more uniform way to handle a position. Going on with our analogy between streams and records, we will accept to have named fields in our streams. So that we can write the previous incrementer as

$$
\lambda\{1 \Rightarrow x, i \Rightarrow y\} \cdot\{i \Rightarrow x+y\} . \downarrow
$$

Since $i$ is a named position its index is not modified by the extraction of the first one.
A problem may appear when we concatenate two streams containing the same named position. On records this operation has two definitions. Either we just refuse to do it (symmetrical concatenation), either we accept, take for this field the value in one
operand, and just forget the value in the other (asymmetrical concatenation). Since concatenation is already asymmetrical on numerical indexes, there is no point in refusing to do such a thing. However we cannot erase a value since we would lose confluence: $\{i \Rightarrow b\} .\{i \Rightarrow a\} . \lambda\{i \Rightarrow x\} . \lambda\{i \Rightarrow y\} . M$ can reduce to $[a / x, b / y] M$ but $\{i \Rightarrow b\} . \lambda\{i \Rightarrow x\} . \lambda\{i \Rightarrow y\} . M$ cannot. So we just add a numerical index to our position name. That is, we view both numerical and name positions as their injections into their product, the set of labels. We have a default name $\epsilon$ such that the index $n$ is in fact $\epsilon n$, and we add 1 to names so that $p$ is $p 1$. With that we define easily

$$
\{p \Rightarrow b\} .\{p \Rightarrow a\} . M \equiv\{p 1 \Rightarrow a, p 2 \Rightarrow b\} \cdot M
$$

This works right with the above example, which becomes $\{i 1 \Rightarrow a, i 2 \Rightarrow b\} . \lambda\{i 1 \Rightarrow x, i 2 \Rightarrow$ $y\} . M$.

Going on with our comparison with stacks, we have now as many stacks as we have names, each of them handled through indexed extraction and insertion.

We see here a new version of Euclid's algorithm, using labels for both the function and the while functional.

$$
\begin{aligned}
& \text { while }\{e n d \Rightarrow e n d, d o \Rightarrow d o\}= \\
& \quad e n d ; \lambda\{o k \Rightarrow o k\} . \\
& \quad \text { if } o k \text { then } d o ; \text { while }\{e n d \Rightarrow e n d, d o \Rightarrow d o\} \text { else } \downarrow \\
& \text { gcd }=\quad \lambda(x, y) \cdot\{m \Rightarrow x, n \Rightarrow y\} \cdot \downarrow ; \\
& \quad \text { while }\{e n d \Rightarrow \lambda\{m \Rightarrow m\} .\{o k \Rightarrow m \neq 0, m \Rightarrow m\} \cdot \downarrow, \\
& \quad d o \Rightarrow \lambda\{m \Rightarrow m, n \Rightarrow n\} .\{m \Rightarrow n \bmod m, n \Rightarrow m\} \cdot \downarrow\} ; \\
& \quad \lambda\{m \Rightarrow m, n \Rightarrow n\} . n
\end{aligned}
$$

On such an example the addition of labels may look as pure verbosity, but what we obtain here is very close to what we would write as an imperative algorithm. We have only to add trivial abstractions of the form $\lambda\{m \Rightarrow m\}$ in order to transform an assignment-like syntax into functions.

### 6.2.4 Stream behaviour

The examples we presented above worked all right, but what happens with "incorrect" terms, that are not well-behaved?

We had already such terms in classical lambda-calculus. For instance, if we encode an if-then-else by a pair $\lambda s .(s t e)$, where $s$ is expected to be an encoded boolean, and $t$ and $e$ the two cases, we expect in most cases $t$ and $e$ to be well-behaved, that is if $t$ encodes a pair, then $e$ should also encode a pair. Otherwise, we will have an unexpected behaviour when trying to apply a projection on it.

This problem of behaviour is even more pernicious with the transformation calculus. Again in an if-then-else we expect the two branches to have similar behaviour. But even if the second one gives back a stream with more labels than the first, it may well not appear, as long as we only use transformations that only access labels present in the first stream. This is still an incoherence.

So, by well-behaved, we will mean here that for any acceptable input with same stream structure, a transformation should give back a stream with same labels. That is, its stream-behaviour, the stream structure of the result with respect to the stream structure of the input, should not be dependent on encoded values in the input.

For instance,

$$
\lambda b \text {.if } b \text { then }\{l \Rightarrow M\} . \downarrow \text { else } \downarrow
$$

is not well behaved since it returns either a stream with label $l$ or an empty stream, depending on the value of $b$.

This is difficult to give a precise definition of well-behaved terms in an untyped framework, since it depends on what we are encoding. In a typed framework that amounts to subject reduction, and we give in the next chapter, Section 7.1, a simply typed transformation calculus that satisfies it (i.e. all typable terms are well-behaved).

### 6.2.5 Scope-free variables

Up to this point we have progressively enriched the lambda-calculus with new constructs. The transformation calculus is approximately the result of this process. We have insisted on how this calculus was a potential basis for an integration of imperative and functional styles in the design of algorithms. Here we introduce a general method to directly map the imperative notion of variable into the transformation calculus.

In fact, what we mean by scope-free variable is slightly stronger than a mutable variable. We call it scope-free, since it is not syntactically scoped like in structured programming, neither is it global. We can say that it is local to a sequence of transformations, composed together.

A scope free variable is essentially a name $v$ whose use in labels is exclusively reserved in the concerned sequence of transformations. This sequence is delimited by the creation of the variable with value $a$, encoded $\{v \Rightarrow a\} . l$, and its destruction by an abstraction, $\lambda\{v \Rightarrow x\} . \downarrow$. Between these, all transformations using or modifying this variable should once take it (through abstraction) and then put it back (by application), identical or modified. Typically a modification can be written $\lambda\{v \Rightarrow x\} .\{v \Rightarrow M\} . \mid$. That is, the sequence has form:

$$
\{v \Rightarrow a\} \cdot \downarrow ; \ldots ; \lambda\{v \Rightarrow x\} \cdot\{v \Rightarrow M\} \cdot \mid ; \ldots ; \lambda\{v \Rightarrow x\} \cdot M
$$

Since some transformations may be functionals, the recognition of such a structure is not immediate, but for instance $m$ and $n$ in the last version of Euclid's algorithm are scope-free variables.

The most interesting property of scope-free variables is that, like scoped variables, they have no effect outside of the sequence they are used in. That is, we can use the same label $v$ outside of the sequence our scope-free variable is local to, without interference. A scope-free variable may even be used in a subsequence of another scope-free variable using the same label:

$$
\{v \Rightarrow a\} \cdot \downarrow ; \ldots ;\{v \Rightarrow b\} \cdot \downarrow ; \ldots ; \lambda\{v \Rightarrow x\} \cdot \downarrow ; \ldots ; \lambda\{v \Rightarrow x\} \cdot \downarrow
$$

In the underlined subsequence the external scope-free variable is identifiable by the label $v+1$ but comes back to $v$ after.

Still, we must be careful that scope-free variables are not variables in the meaning of lambda-calculus: they appear on a completely different level, that of labels. Nor are they pervasive like would be references. We do not add side-effects to functions, but just provide some implicit way to manipulate a "stream" of arguments. That means that a function that is not called directly on this stream (through composition) will not access the scope-free variables it contains, and as such cannot have any imperative behaviour with respect to this stream. This is this limitation which permits us to assimilate scopefree variables with arguments, and still be a conservative extension of lambda-calculus.

We give two examples of the use of scope-free variables. The first one is a simple encoding of an imperative programming language a la Algol. The second one shows how scope-free variable are stronger than scoped ones.

We translate the following program:
begin
var $x=5, y=10$;
$\mathrm{x}:=\mathrm{x}+\mathrm{y}$;
begin
var $x=3$;
$y:=x+y$
end
$\mathrm{x}:=\mathrm{x}-\mathrm{y}$;
return(x)
end
We expect this program to evaluate to $5+10-(3+10)=2$. The translation is:

$$
\begin{aligned}
& \{x \Rightarrow 5, y \Rightarrow 10\} . \downarrow ; \\
& \lambda\{x \Rightarrow x, y \Rightarrow y\} .\{x \Rightarrow x+y, y \Rightarrow y\} . \downarrow ; \\
& \{x \Rightarrow 3\} . \mid ; \\
& \lambda\{x \Rightarrow x, y \Rightarrow y\} .\{x \Rightarrow x, y \Rightarrow x+y\} \cdot \downarrow ; \\
& \lambda\{x \Rightarrow x\} . \psi ; \\
& \lambda\{x \Rightarrow x, y \Rightarrow y\} .\{x \Rightarrow x-y, y \Rightarrow y\} . \downarrow ; \\
& \lambda\{x \Rightarrow x, y \Rightarrow y\} . x
\end{aligned}
$$

It evaluates as follows, and gives the expected result.

$$
\begin{aligned}
& \{x \Rightarrow 5, y \Rightarrow 10\} \cdot \downarrow ; \ldots \\
\{x \Rightarrow 5, y \Rightarrow 10\} & . \lambda \cdots \cdot\{x \Rightarrow x+y, y \Rightarrow y\} . \downarrow ; \ldots \\
\{x \Rightarrow 15, y \Rightarrow 10\} & .\{x \Rightarrow 3\} . \downarrow ; \ldots \\
\{x 1 \Rightarrow 3, x 2 \Rightarrow 15, y \Rightarrow 10\} & . \lambda \cdots \cdot\{x \Rightarrow x, y \Rightarrow x+y\} . \downarrow ; \ldots \\
\{x 1 \Rightarrow 3, x 2 \Rightarrow 15, y \Rightarrow 13\} & . \lambda\{x \Rightarrow x\} \downarrow ; \ldots \\
\{x \Rightarrow 15, y \Rightarrow 13\} & . \lambda \cdots \cdot\{x \Rightarrow x-y, y \Rightarrow y\} . \downarrow ; \ldots \\
\{x \Rightarrow 2, y \Rightarrow 13\} & . \lambda\{x \Rightarrow x, y \Rightarrow y\} \cdot x \\
& 2
\end{aligned}
$$

Note here that since we encode dynamic binding ${ }^{1}$ for scope-free variables, we would get the same result even if the central part was defined as a subprogram: with scopefree variable, even Basic's subprograms would behave correctly, since we can create a scope-free variable before the call to pass a parameter, and destroy it after.

The above example still respects a scoping discipline: variables are created and destroyed in opposite order. To show the specificity of scope-free variables, we must disobey it.

Not respecting a scoping discipline seems quite dangerous for variables, and of little use in purely computing programs. However, if we think of IO's, then the situation is different. Imagine a program with structure
$\overline{A ; \underline{B} ; C}$
in which we want the console to be redirected in part $A ; B$, and the screen to be changed in $B ; C$. We suppose that we have mutable variables $c o n$ and $s c r$ to indicate respectively which console and which screen should be used. Moreover we do not know which were the console and screen before entering $A$.

[^7]| $l$ | $::=$ | $p n$ | $p \in \mathcal{L}_{s}, n \in \mathcal{N}$ |
| ---: | :--- | :--- | :--- |
| $M$ | $:=$ | $x$ | variable |
|  | $\mid$ | $\downarrow$ | transformation constructor |
|  | $\mid$ | $\lambda\{l \Rightarrow x, \ldots\} \cdot M$ | abstraction |
|  | $\{l \Rightarrow M, \ldots\} \cdot M$ | application |  |
|  | $M ; M$ | composition |  |

Figure 6.1: Syntax of the transformation calculus

$$
\begin{array}{rlll}
S . R \cdot M & \equiv & (R \cdot S) \cdot M & \\
\lambda R \cdot \lambda S \cdot M & \equiv_{\lambda} & \lambda(S \cdot R) \cdot M & V(R) \npreceq V(S) \\
R \cdot \lambda S \cdot M & \equiv . \lambda & \lambda \psi_{R}(S) \cdot \psi_{S}(R) \cdot M & F V(R) \npreceq V(S), \mathcal{D}_{R} \npreceq \mathcal{D}_{S} \\
& & & \\
\left(R \cdot M_{1}\right) ; M_{2} & \equiv . ; & R \cdot\left(M_{1} ; M_{2}\right) & \\
\left(\lambda R \cdot M_{1}\right) ; M_{2} & \equiv_{\lambda ;} & \lambda R \cdot\left(M_{1} ; M_{2}\right) & V(R) \npreceq F V\left(M_{2}\right) \\
\left(M_{1} ; M_{2}\right) ; M_{3} & \equiv ; & M_{1} ;\left(M_{2} ; M_{3}\right) &
\end{array}
$$

Figure 6.2: Structural equivalences

A dirty method is to use temporary variables $c$ and $s$, to store the old values:

```
c:=con; con:=newc; A; s:=scr;
scr:=news; B; con:=c; C; scr:=s
```

The problem is that these temporary variables may be modified by error in $A, B$ or $C$.
So a better solution is to use static variables, only set once:

```
let c = !con in
    con:=newc; A ;
    let s = !scr in
        scr:=newc; B ; con:=c; C ; scr:=s
end end
```

However, because of the scope discipline, $c$ is still defined in $C$, whereas we do not need it anymore. We can see here an inconsistency between the scope of $c$, which is $A ; B ; C$, and its expected area of use, $A ; B$.

We think that the scope-free variable way to do it is cleaner:

$$
\begin{aligned}
& \{c o n \Rightarrow n e w c\} \cdot \downarrow ; A ;\{s c r \Rightarrow n e w s\} \cdot \downarrow ; B ; \\
& \lambda\{\operatorname{con} \Rightarrow c\} \cdot \downarrow ; C ; \lambda\{s c r \Rightarrow s\} \cdot \downarrow
\end{aligned}
$$

We didn't define any new variable, but did just temporarily hide the original value by the redirected one. And this would not be possible with dynamic binding alone, because of the scoping discipline.

### 6.3 Syntax of transformation calculus

In this section we define the untyped transformation calculus, and the selective $\lambda$ calculus as a subsystem of it.

The definition is done in two steps. 1) We give a syntactic definition of terms in the transformation calculus, and add a structural equivalence on these terms ${ }^{2}$. 2) Then we define reduction rules for these equivalence classes.

[^8]Notations In the following definitions we will use the abbreviations $A \nsubseteq B$ for $A \cap B=\emptyset$, $F V(M)$ for the free variables of $M$, and $V(R)$ for the values contained in the stream $R$.

Definition 6.1 (terms) Terms of the transformation calculus, or $\Lambda_{T}$, are those generated by $M$ in the grammar of figure 6.1, where variables should be distinct in abstractions, and labels distinct in streams. Composition has lower priority than dots.

They are considered modulo $\equiv$, the minimal equivalence relation defined by the closure of the equalities in figure 6.2.

Equalities $\equiv$, and $\equiv_{\lambda}$ are derived from the monoidal structure. $\equiv_{. ;}, \equiv_{\lambda ;}$ and $\equiv$; are intuitive.

Equality $\equiv_{\lambda}$ is the "symmetrical" of $\beta$-reduction. It comes from the need to close the equality

$$
\left(R^{\prime} \uplus S^{\prime}\right) \cdot \lambda(R \uplus S) \cdot N \equiv \psi_{R}\left(S^{\prime}\right) \cdot R^{\prime} \cdot \lambda S \cdot \lambda \psi_{S}(R) \cdot N,
$$

with $\mathcal{D}_{R^{\prime}}=\mathcal{D}_{R}, \mathcal{D}_{S^{\prime}}=\mathcal{D}_{S}$ and $V(S) \not \subset V(R)$. If we take $M=\lambda \phi_{S}^{-1}(R) \cdot N$, and apply $R^{\prime} \cdot \lambda S . M$ to $\psi_{R}\left(S^{\prime}\right)$, then $\equiv . \lambda$ preserves confluence: it gives

$$
\left(R^{\prime} \uplus S^{\prime}\right) \cdot \lambda(R \uplus S) \cdot N \equiv \psi_{R}\left(S^{\prime}\right) \cdot \lambda \psi_{R}(S) \cdot \psi_{S}\left(R^{\prime}\right) \cdot \lambda \psi_{S}(R) \cdot N .
$$

Substitutions are done in the same way as for lambda-calculus, composition not interacting with variable binding. Terms will always be considered modulo $\alpha$-conversion. That is $\lambda\{l \Rightarrow x\} \cdot M \equiv \lambda\{l \Rightarrow y\} \cdot[y / x] M$ when $y \notin F V(M)$.

Definition 6.2 (reductions) " $\rightarrow$ " is defined on transformation calculus terms by $\beta$-reduction and $\downarrow$-elimination ${ }^{3}$.

$$
\begin{array}{ccc}
\{l \Rightarrow N\} \cdot \lambda\{l \Rightarrow x\} \cdot M & \rightarrow_{\beta} & {[N / x] M} \\
\downarrow ; M & \rightarrow \downarrow & M
\end{array}
$$

$\xrightarrow{*}$ is the reflexive and transitive closure of $\rightarrow$.

Theorem 6.1 Transformation calculus is confluent.

The proof is given in the next section. Confluence of transformation calculus is obtained from selective $\lambda$-calculus through a translation into it.

Proposition 6.1 Normal terms are generated by $N$ in the following grammar, where streams and anti-streams may be empty.

$$
\begin{aligned}
& H \quad::=x \mid \downarrow \\
& F \quad::=\{l \Rightarrow N, \ldots\} \cdot x \mid F ; \lambda\{l \Rightarrow x, \ldots\} \cdot F \\
& N \quad::=\lambda\{l \Rightarrow x, \ldots\} \cdot\{l \Rightarrow N, \ldots\} \cdot H \mid \lambda\{l \Rightarrow x, \ldots\} \cdot(F ; N)
\end{aligned}
$$

This formalizes our intuition that, in a normal form, a composition only subsists when its left side cannot be reduced to a transformation.
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### 6.4 Applicative translation and confluence

The idea of applicative continuation semantics was developed in [JD88] for a framework of stores and partial continuations. A partial continuation is a function from a state to a new state, but we can translate it into a function prefixing a continuation, that is a function from a continuation to a new continuation doing intended operations before calling the old continuation. In fact transformations look very much like partial continuations on streams, and this idea provides us with a translation from transformation calculus to selective $\lambda$-calculus.

Definition 6.3 (applicative translation) $T r$ is the applicative translation from $\Lambda_{T}\left(\mathcal{L}_{s}\right)$ (without the associativity of composition $\left(M_{1} ; M_{2}\right) ; M_{3} \equiv M_{1} ;\left(M_{2} ; M_{3}\right)$ ) to $\Lambda_{S}\left(\mathcal{L}_{s} \cup\{\right.$ cont $\left.\}\right)$ (selective $\lambda$-calculus with names in $\mathcal{L}_{s} \cup\{$ cont $\}$ ).

$$
\begin{aligned}
\operatorname{Tr}(\downarrow) & =\lambda\{\text { cont } \Rightarrow x\} \cdot x \\
\operatorname{Tr}(M ; N) & =\{\operatorname{cont} \Rightarrow \operatorname{Tr}(N)\} \cdot M \\
\operatorname{Tr}(x) & =x \\
\operatorname{Tr}(\lambda R \cdot M) & =\lambda R \cdot \operatorname{Tr}(M) \\
\operatorname{Tr}(R \cdot M) & =\operatorname{Tr}(R) \cdot \operatorname{Tr}(M)
\end{aligned}
$$

The well-definedness of this translation is proved in Lemma 6.1.
The image of $\Lambda_{T}$ is $\operatorname{Tr}\left(\Lambda_{T}\right)=\Lambda_{S}^{*}$.
"cont" in the above definition stands for continuation. We translate composition into an application of its right-hand side to its left-hand side, seen as a continuation. Since cont is a new name, the continuation is received by the $\lambda\{$ cont $\Rightarrow x\} . x$ head of the righthand side, and operational semantics of the calculus are preserved.

We will use this translation to prove the confluence of transformation calculus, based on that of selective $\lambda$-calculus.

Lemma 6.1 Tr is coherent w.r.t. $\equiv$ (without associativity of composition), and reduction paths coincide. $\operatorname{Tr}$ is a bijection from $\Lambda_{T}$ to $\Lambda_{S}{ }^{*}$.

PROOF For coherence, we just verify that all equivalences in $\Lambda_{T}$ are mapped to equivalences in $\Lambda_{S}$. For $\equiv .,{ }_{\lambda}$ and $\equiv_{. \lambda}$ this is immediate, since the same equivalence applies in the translation. $\equiv_{. ;}$and $\equiv_{\lambda}$; are mapped respectively to $\equiv$ and $\equiv_{.}$:

$$
\begin{aligned}
\operatorname{Tr}\left(\left(R \cdot M_{1}\right) ; M_{2}\right) & =\left\{\operatorname{cont} \Rightarrow \operatorname{Tr}\left(M_{2}\right)\right\} \cdot \operatorname{Tr}(R) \cdot \operatorname{Tr}\left(M_{1}\right) \\
& \equiv \operatorname{Tr}(R) \cdot\left\{\operatorname{cont} \Rightarrow \operatorname{Tr}\left(M_{2}\right)\right\} \cdot \operatorname{Tr}\left(M_{1}\right) \\
& =\operatorname{Tr}\left(R \cdot\left(M_{1} ; M_{2}\right)\right) \\
\operatorname{Tr}\left(\left(\lambda R \cdot M_{1}\right) ; M_{2}\right) & =\left\{\operatorname{cont} \Rightarrow \operatorname{Tr}\left(M_{2}\right)\right\} \cdot \lambda R \cdot \operatorname{Tr}\left(M_{1}\right) \\
& \equiv \lambda R \cdot\left\{\operatorname{cont} \Rightarrow \operatorname{Tr}\left(M_{2}\right)\right\} \cdot \operatorname{Tr}\left(M_{1}\right) \\
& =\operatorname{Tr}\left(\lambda R \cdot\left(M_{1} ; M_{2}\right)\right)
\end{aligned}
$$

For reduction steps, both $\rightarrow_{\beta}$ and $\rightarrow_{\downarrow}$ are mapped to $\beta$-reduction:

$$
\operatorname{Tr}(\downarrow ; M)=\{\text { cont } \Rightarrow \operatorname{Tr}(M)\} \cdot \lambda\{\text { cont } \Rightarrow x\} \cdot x
$$

We define $T r^{-1}$ by reversing each case in the definition of $T_{r}$. It is well-defined on raw terms of $\Lambda_{S}{ }^{*}$, and coherent by reversing cases above. This makes $\operatorname{Tr}$ a bijection.

The above lemma lets us translate reduction of the transformation calculus into selective $\lambda$-calculus ones. We need another lemma to get reductions starting in $\Lambda_{S}{ }^{*}$ back into $\Lambda_{T}$.

Lemma 6.2 If $M \in \Lambda_{S}{ }^{*}$ and $M \rightarrow N$ then $N \in \Lambda_{S}{ }^{*}$.
PROOF Terms of $\Lambda_{S}{ }^{*}$ are characterized by the fact all abstractions using cont only appear in the form $\lambda\{$ cont $\Rightarrow x\} . x$.

If the reduction step is not on cont 1 , then it do not create any abstraction on cont, nor modify $\lambda\{$ cont $\Rightarrow x\} . x$ 's.

If this is on cont 1 , then the $\lambda\{$ cont $\Rightarrow x\} . x$ concerned disappears.
In the two cases, the resulting term is still in $\Lambda_{S}{ }^{*}$.

Theorem 6.1 Transformation calculus is confluent.

$$
\begin{aligned}
\forall M, P, Q \in \Lambda_{T} & (M \stackrel{*}{\rightarrow} P \wedge M \xrightarrow{*} Q) \\
& \Rightarrow\left(\exists T \in \Lambda_{T} P \xrightarrow{*} T \wedge Q \xrightarrow{*} T\right)
\end{aligned}
$$

PROOF By Lemma 6.1, we get $\operatorname{Tr}(M) \xrightarrow{*} \operatorname{Tr}(P)$ and $\operatorname{Tr}(M) \xrightarrow{*} \operatorname{Tr}(Q)$. By confluence of selective $\lambda$-calculus, we have $T^{\prime}$ such that $\operatorname{Tr}(P) \xrightarrow{*} T^{\prime}$ and $\operatorname{Tr}(Q) \xrightarrow{*} T^{\prime}$. But by Lemma 6.2 these reductions are in $\Lambda_{S}{ }^{*}$, so that $T=\operatorname{Tr}^{-1}\left(T^{\prime}\right)$ is a solution.

### 6.5 Scope-free variable encoding

We cannot expect to give a precise definition of scope-free variable in the transformation calculus, where it is only encoded. It appears as an intuitive notion of a variable whose locality is not syntactical but operational. We will define it outside of the calculus.

For this we use a framework in which a program is a sequence of operations. Operations can themselve contain programs, but these are independent, and may not have side-effects on the external sequence.

Definition 6.4 (scope-free variable) A scope-free variable is some way to create, modify and destroy a value such that:

1. these operations may appear in different syntactic entities, which may be used independently.
2. a closed use of this variable is obtained when a creator, some modifiers, and a destructor result in a modification sequence.
3. its closed use in a modification sequence has no side-effect outside it.

A consequence of this definition is the hiding property we insisted on. The same variable may have several independent closed uses included in the same whose modification sequences intersect, and there is no problem as long as we do not try to modify the value from one use inside another's modification sequence.

As we introduced in Section 6.2, elementary creators, modifiers and destructors in transformation calculus are respectively $\{v \Rightarrow M\} . \downarrow, \lambda\{v \Rightarrow x\} .\{v \Rightarrow M\} . \downarrow$ and $\lambda\{v \Rightarrow x\} . \downarrow$. But we can think of more complex ones, acting simultaneously on multiple variables, taking arguments, or returning results. For instance, in

$$
\begin{aligned}
& \lambda\{1 \Rightarrow x\} \cdot\{a \Rightarrow 2, b \Rightarrow x\} \cdot \downarrow ; \\
& \lambda\{a \Rightarrow x, b \Rightarrow y\} \cdot\{a \Rightarrow x \times y, b \Rightarrow x-y\} \cdot \downarrow ; \\
& \lambda\{a \Rightarrow x, b \Rightarrow y\} \cdot(x+y)
\end{aligned}
$$

$a$ and $b$ are two scope-free variables, but their creator, modifier and destructor are joint.
To ensure that we have a correct scope-free variable encoding here, we must verify the third point of the definition, which says that it has no effect outside the sequence it is used in.

Proposition 6.2 The scope-free variable encoding into the transformation calculus ensures locality to the modification sequence.

PROOF If our variable is encoded on a label whose name is unique, there is no problem since it does not modify indexes of other arguments and variables, and its label appears only between its creation and destruction.

Otherwise, labels with the same name may appear with a different index in the sequence. But since each time they meet an abstraction or an application on our variable their indexes go alternately up and down, and the number of abstraction is equal to the number of applications, their index is the same on each side of the sequence. Moreover modifiers do not modify the value they support, since index changes avoid overloading of the same label.

As we have seen, thanks to this property, scope-free variables are not only more flexible than classical scoped variables, but can replace them in most of their uses. Particularly, in functional language they can replace "disciplined" references (which do not go out of their scope), without the need of a specific evaluation strategy. Their only limitation is that -in the transformation calculus- one cannot export them like references, since they are linked to an explicit name. However, this is a limitation of the label system we use, and not of scope-free variable in themselves: one can add a syntactical scope to scope-free variables -we actually do that in the next chapter, Section 7.5.1. The real point about them is that the use of a (now scoped) scope-free variable is not restricted by that syntactical scope ${ }^{4}$ (which is only a problem of naming), like with the stack discipline, but by its life area, or modification sequence (its real semantic scope).

Another notion easily encodable in the transformation calculus is that of communicating pairs. In fact, it is identical to scope-free variables, except that we only use creators and destructors on it, and no modifiers. What we obtain then is highly reminiscent of communication calculi. The creator is a sender, and the destructor a receiver. However the communication is unidirectional: a transformation can only send a message to a transformation following it, and their order is fixed by this potential communication (since their labels conflict they cannot commute by $(\cdot \cdot)$ ). This can give a good abstraction for certain types of problems. For instance the following transformations are an example of analysis-solving-synthesis structure.

$$
\begin{aligned}
& \left(\lambda\{1 \Rightarrow x\} \cdot\left\{p \Rightarrow \operatorname{extract}_{p}(x), q \Rightarrow \operatorname{extract}_{q}(x), r \Rightarrow \operatorname{extract}_{r}(x)\right\} \cdot \downarrow ;\right. \\
& \lambda \cdot\{p \Rightarrow x\} \cdot\left\{p \Rightarrow \operatorname{solve}_{p}(x)\right\} ; \\
& \lambda \cdot\{q \Rightarrow x\} \cdot\left\{q \Rightarrow \operatorname{solve}_{q}(x)\right\} ; \\
& \lambda \cdot\{r \Rightarrow x\} \cdot\left\{r \Rightarrow \operatorname{solve}_{r}(x)\right\} ; \\
& \lambda\{p \Rightarrow x, q \Rightarrow y, r \Rightarrow z\} . \text { synthesis }(x, y, z))
\end{aligned}
$$

We can remark here that as long as two transformations are not directly dependent by such a communicating pair (or equivalently, a shared scope-free variable) they can commute. It is evident in this example, but this would be true too with independent uses of the same symbol, with appropriate reindexing:

$$
\begin{aligned}
& \lambda\{p 1 \Rightarrow x\} \cdot\{q 1 \Rightarrow M\} ; \lambda\{p 1 \Rightarrow x\} \cdot\{p 1 \Rightarrow N\} \\
& =\lambda\{p 2 \Rightarrow x\} \cdot\{p 2 \Rightarrow N\} ; \lambda\{p 1 \Rightarrow x\} \cdot\{q 1 \Rightarrow M\}
\end{aligned}
$$

While intrinsically transformation calculus is sequential, we may interpret these possibilities of commutation as potential concurrency.
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### 6.6 Transformational combinators

Similarly to lambda-calculus, transformation calculus can be generated from a small set of combinators. They are used for the compilation of a language based on the transformation calculus, FIML (cf. Appendix B).

Since we have no abstraction in this system, we will use a slightly different notation: terms are elements of the free monoid $\mathcal{T}^{*}$ of streams and transformational combinators. Streams are defined by induction as $\mathcal{S}::=\left\{l \Rightarrow \mathcal{T}^{*}, \ldots\right\}$; combinator are of form $C^{n}$, where $n$ is the arity of the combinator, that is the number of labels parameterizing it (this number is independent of the way it reacts with streams it is juxtaposed with).

Transformation logic forms an equational theory, which includes stream concatenation: $\forall R, S \in \mathcal{S}, P Q=(P \cdot Q)$, and the equation proper to each combinator.

### 6.6.1 First formulation : $A^{1} U^{2} C^{2} D^{2} K^{1}$

A first set uses five combinators.

$$
\begin{array}{lll}
A_{p}\{p \Rightarrow M\} & =M & \text { projection } \\
U_{p q}\{p \Rightarrow M\} & =\{p \Rightarrow\{q \Rightarrow M\}\} & \text { up } \\
C_{p q}\{p \Rightarrow M, q \Rightarrow N\} & =\{p \Rightarrow M N\} & \text { composition } \\
D_{p q}\{p \Rightarrow M\} & =\{p \Rightarrow M, q \Rightarrow M\} & \text { duplication } \\
K_{p}\{p \Rightarrow M\} & =\{ \} & \text { killer }
\end{array}
$$

From these we can deduce the two following combinators:

$$
\left.\begin{array}{ll}
L_{p q}=A_{p} U_{p q} & \text { relabeling } \\
\Lambda_{p x}=C_{p \lambda} U_{\lambda x} D_{x \lambda} & \text { broadcast }
\end{array} \quad\{p \Rightarrow M\} \mapsto\{q \Rightarrow M\}, x \Rightarrow N\right\} \mapsto\{p \Rightarrow M\{x \Rightarrow N\}, x \Rightarrow N\}
$$

In $\Lambda$, we suppose that $p, x$ and $\lambda$ are different symbolic labels.
This is enough to encode the full transformation calculus. We define our translation $T$ as $T(M)=T[F V(M)](M)$.

$$
\begin{array}{ll}
T[x](x)= & A_{x} \\
T[x: E](M)= & T[E](M) K_{x} \quad \text { if } x \notin F V(M) \\
T[E](\lambda\{p \Rightarrow x\} \cdot M)= & T[x: E](M) L_{p x} \\
T[E](\{p \Rightarrow N\} . M)= & T[E](M) \Lambda_{p x_{1} \ldots \Lambda_{p x_{n}}\{p \Rightarrow T(N)\}} \\
& F V(N)=\left\{x_{1}, \ldots, x_{n}\right\} \subset E \\
T[F V(M N)](N ; M)= & T(M) T(N) D_{x_{1} x_{1}+1 \ldots D_{x_{n} x_{n}+1}} \\
& F V(M) \cap F V(N)=\left\{x_{1}, \ldots, x_{n}\right\} \subset E
\end{array}
$$

6.6.2 Second formulation : $A^{1} K^{1} U^{2} S^{2}$

In fact, it is possible to reduce the number of combinators to four.
This time we define our system as a grammar (no deep reason here, just another presentation).

$$
M::=M M\left|A_{l}\right| K_{l}\left|U_{l l}\right| S_{l l} \mid\{l \Rightarrow M, \ldots\}
$$

And we have the following equations.

$$
\begin{array}{ll}
M(N P) & =(M N) P \\
A_{p}\{p \Rightarrow M\} & =M \\
K_{p}\{p \Rightarrow M\} & =\{ \} \\
U_{p q}\{p \Rightarrow M\} & =\{p \Rightarrow\{q \Rightarrow M\}\} \\
S_{p q}\{p \Rightarrow M, q \Rightarrow N\} & =\{p \Rightarrow M N, q \Rightarrow M\}
\end{array}
$$

The two combinators $C^{2}$ and $D^{2}$ become deduced combinators.

$$
\begin{aligned}
C_{p q} & =K_{q} S_{p q} \\
D_{p q} & =S_{p q}\{q \Rightarrow\{ \}\} \\
L_{p q} & =A_{p} U_{p q} \\
\Lambda_{p x} & =C_{p \lambda} U_{\lambda x} D_{x \lambda}
\end{aligned}
$$

These definition suppose $p \nprec q$.
We can translate similarly.

## Chapter 7

## Typed transformation caculus and extensions

In this this chapter we first study the typing of transformation calculus, giving two typing systems, a simple one and a polymorphic one. For the simple one, we complete its description by constructing a mathematical model of the simply typed transformation calculus. For the polymorphic one, we give a type reconstruction algorithm, incomplete since principal types do not always exist, but efficient enough to limit type annotations to a minimum.

We then extend transformation calculus with name scoping, extending simple typings together, and use it to demonstrate how an object-oriented style fits well in the framework of a typed transformation calculus.

### 7.1 Simply typed transformation calculus

To obtain a simply typed form of transformation calculus, we annotate variables with some type in abstractions, just the same way it is done in lambda calculus. But first we must define what are these types.

The two most important novelties are that, first, stream types are introduced, and second, that function type are not from any type to any other, but only from stream types to stream or base types. This last particularity "flattens" types, but still contains as a subset all simple types of lambda-calculus.

Definition 7.1 (simple type) Simple types in the transformation calculus are generated by $t$ in the following grammar.

$$
\begin{array}{lll}
u & ::=u_{1} \mid \ldots & \text { base types } \\
r & ::=\{l \Rightarrow t, \ldots\} & \text { stream types } \\
w::=u \mid r & \text { return types } \\
t::=r \rightarrow w & \text { types }
\end{array}
$$

The same label may not appear more than once in the same stream type; stream types are equal up to different orders, and $(\} \rightarrow w)=w$, to shorten.

These last restrictions make a stream type a stream of types as defined in Chapter 3. This means that we can use stream composition on these types, as we will do for typing rules.

Definition 7.2 (simply typed term) A term in the simply typed transformation calculus is constructed according to the following syntax.

$$
M::=x|\downarrow| \lambda\{l \Rightarrow x: t, \ldots\} \cdot M|\{l \Rightarrow M, \ldots\} \cdot M| M ; M
$$

with the same constraints on labels and variables as before.

$$
\begin{align*}
& \Gamma[x \mapsto \tau] \vdash x: \tau  \tag{I}\\
& \frac{\Gamma[x \mapsto \theta] \vdash M: r \rightarrow w}{\Gamma \vdash \lambda\{l \Rightarrow x: \theta\} \cdot M:(\{l \Rightarrow \theta\} \cdot r) \rightarrow w}  \tag{II}\\
& \frac{\Gamma \vdash M:(\{l \Rightarrow \theta\} \cdot r) \rightarrow w \quad \Gamma \vdash N: \theta}{\Gamma \vdash\{l \Rightarrow N\} \cdot M: r \rightarrow w}  \tag{III}\\
& \frac{\Gamma \vdash \downarrow:\{ \} \rightarrow\{ \}}{\frac{\Gamma \vdash M: r_{1} \rightarrow r_{2} \quad \Gamma \vdash N: r_{2} \rightarrow w}{\Gamma \vdash M ; N: r_{1} \rightarrow w}}  \tag{IV}\\
& \frac{\Gamma \vdash M: r_{1} \rightarrow r_{2}}{\Gamma \vdash M:\left(r_{1} \cdot r\right) \rightarrow\left(r_{2} \cdot r\right)} \tag{V}
\end{align*}
$$

Figure 7.1: Typing rules for simply typed transformation calculus

Finally the relation between terms and types is given in the following definition.
Definition 7.3 (type judgement) A type judgement, written $\Gamma \vdash M: \tau$, expresses that the term $M$ has type $\tau$ in the context $\Gamma$. Induction rules for type judgements are given in figure 7.1.

Rules (I,II,III) are the traditional ones for typed lambda calculus, simply extended to streams. We can go back to it by limiting labels in streams to sequences of integers starting from 1 (that is, in the above rules, having only $l=\epsilon 1$ ).

Rule (IV) types the constant $\downarrow$. However it will most often need the cooperation of rule (VI), transformation subtyping, which expresses that any transformation may be applied to labels it is not concerned with: they will simply be rejected to the result. For instance, it gives to $\downarrow$ any symmetrical type ( $r \rightarrow r$ ). Rule ( V ) types composition: $M$ is applied to the result stream of $N$, and re-abstracted by its abstraction part. Here again, we need the collaboration of rule (VI) to extend the types of either $M$ or $N$.

Proposition 7.1 (subject reduction) If $\Gamma \vdash M: \tau$, and $M \rightarrow N$ or $M \equiv N$, then $\Gamma \vdash N: \tau$.
PROOF We start from a proof $\Gamma \vdash M: \tau$, and construct a proof $\Gamma \vdash N: \tau$. We can suppose that the redex concerned is external in $M$ (the proof for the context does not change). We limit the use of rule (VI) in the original proof to variables and $\downarrow$ - this only amounts to pushing its applications up in the proof tree, and avoids the case where this rule is used between two others.

If $M=\left\{l \Rightarrow M_{1}\right\} \cdot \lambda\{l \Rightarrow x: \theta\} \cdot M_{0}, \Pi_{0}$ a proof of $\Gamma[x \mapsto \theta] \vdash M_{0}: \tau$ and $\Pi_{1}$ a proof of $\Gamma \vdash$ $M_{1}: \theta$, then $\Pi_{0}$ where $\Gamma[x \mapsto \theta] \vdash x: \theta$ is replaced by $\Pi_{1}$ is a proof of $\Gamma \vdash\left[M_{1} / x\right] M_{0}=N: \tau$. If $M=\downarrow ; N$, then we have already the right proof for $N$.
We proceed similarly for cases where $M \equiv N$.

Proposition 7.2 (strong normalization) If $\Gamma \vdash M: \tau$ in the simply typed transformation calculus, then there is no infinite reduction sequence starting from $M$.

PROOF We base ourselves on a translation into a simply typed $\lambda$-calculus with streams (we use matching rather than projections). This calculus, clearly equivalent to simply typed $\lambda$-calculus with pairing, satifies both suject reduction and strong normalization.

We translate a proof $\Pi$ of $\Gamma \vdash M: \tau$ into a proof $\Pi^{\prime}$ of $\Gamma \vdash M^{\prime}: \tau$ in simply typed $\lambda$-calculus with streams, where types are identical to those of the simply typed transformation calculus. This translation is very similar to that used for the simply typed model presented next.

Rules get translated into (I does not change):

$$
\begin{align*}
& \frac{\Gamma[x \mapsto \theta] \vdash M^{\prime}: r \rightarrow w}{\Gamma \vdash \lambda^{*}\left\{k \Rightarrow y_{k}\right\}_{k \in\{l\} \cdot \mathcal{D}_{r}}:\{l \Rightarrow \theta\} \cdot r \cdot\left(\lambda x: \theta \cdot M^{\prime}\left\{k \Rightarrow y_{\phi_{\{1,}(k)}\right\}_{k \in \mathcal{D}_{r}}\right) y_{l}:\{l \Rightarrow \theta\} \cdot r \rightarrow w}  \tag{II'}\\
& \frac{\Gamma \vdash M^{\prime}:\{l \Rightarrow \theta\} \cdot r \rightarrow w \quad \Gamma \vdash N^{\prime}: \theta}{\Gamma \vdash \lambda^{*} y: r \cdot M(\{l \Rightarrow N\} \cdot y): r \rightarrow w}  \tag{III'}\\
& \Gamma \vdash \lambda y:\{ \} \cdot y:\{ \} \rightarrow\{ \}  \tag{IV'}\\
& \frac{\Gamma \vdash M^{\prime}: r_{1} \rightarrow r_{2} \quad \Gamma \vdash N: r_{2} \rightarrow w}{\Gamma \vdash \lambda^{*} y: r_{1} \cdot N^{\prime}\left(M^{\prime} y\right): r_{1} \rightarrow w} \\
& \frac{\Gamma \vdash M^{\prime}: r_{1} \rightarrow r_{2}}{\Gamma \vdash \lambda^{*}\left\{l \Rightarrow y_{l}\right\}_{l \in \mathcal{D}_{r_{1}}: r}: r_{1} \cdot r \cdot\left(\left(M^{\prime}\left\{l \Rightarrow y_{l}\right\}_{l \in \mathcal{D}_{r_{1}}}\right) \cdot\left\{l \Rightarrow y_{\phi_{r_{1}}(l)}\right\}_{l \in \mathcal{D}_{r}}\right): r_{1} \cdot r \rightarrow r_{2} \cdot r} \tag{VI'}
\end{align*}
$$

We sketch the rest of the proof.
We have marked some abstractions with * in this translation. This means that they have only a structural role. We will just ignore them, and write $\overline{M^{\prime}}$ for $M^{\prime}$ where all *-marked redexes were reduced (thanks to strong normalization). All other redexes are kept, since *-marked abstractions are linear, and their reduction does not change inclusion relations between redexes. This gives us unicity of $\overline{M^{\prime}}$. Moreover, in $\overline{M^{\prime}}$ all potential redexes of $M$ (using $\equiv$ ) appear. Particularly, associativity of transformation composition maps to associativity of $\lambda$-function composition.

One can verify that if we have $\Gamma \vdash M \rightarrow N: \tau$ in the simply typed transformation calculus, then, for $M^{\prime}$ and $N^{\prime}$ translations of $M$ and $N$ (the proof of $\Gamma \vdash N: \tau$ chosen to be similar to that of $\Gamma \vdash M: \tau$ ), we have $\Gamma \vdash \overline{M^{\prime}} \rightarrow \xrightarrow{*} \overline{N^{\prime}}: \tau$ in the simply typed $\lambda$-calculus with streams (we may need more steps than in the orginal, because of marked redexes).

As a result, strong normalization extends to simply typed transformation calculus. $\square$
This last property is interesting, since it is general belief that introducing mutables suppresses strong normalization: we keep it here, because all values used by a term appear in its type.

Such a type system is not polymorphic, but it is more generic than what we would have obtained by the translation towards selective $\lambda$-calculus. In this translation, composition $T ; M$ is interpreted as the passing of a continuation to the transformation, $\{$ cont $\Rightarrow M\} . T$, which means that when typing $T$ we fix the type. Thanks to the rule (VI), this is not the case here: the continuation $M$ must only be able to accept all the output of $T$, but its result has no link with $T$ 's type.

For instance, suppose we have a language modelling the transformation calculus, with basic arithmetic operation. We define a transformation on a pair of values add_sub:

$$
\lambda\{x: i n t, y: i n t\} .\{x+y, x-y\} . \downarrow:\{1 \Rightarrow \text { int }, 2 \Rightarrow \text { int }\} \rightarrow\{1 \Rightarrow \text { int }, 2 \Rightarrow \text { int }\}
$$

Now we can compose it with mult $=\cdot \lambda\{x:$ int, y:int $\} .(x * y)$ and obtain

$$
\lambda\{x: i n t, y: i n t\} .((x+y) *(x-y)):\{1 \Rightarrow i n t, 2 \Rightarrow \text { int }\} \rightarrow \text { int }
$$

or with itself for

$$
\lambda\{x: i n t, y: i n t\} \cdot\{x+x, y+y\} . \downarrow:\{1 \Rightarrow i n t, 2 \Rightarrow i n t\} \rightarrow\{1 \Rightarrow i n t, 2 \Rightarrow \text { int }\}
$$

Application can be done on related labels (with the good type), or unrelated ones, the type being free then:

$$
\begin{aligned}
\{2 \Rightarrow 5, \text { ok } \Rightarrow \text { true }\} . a d d \_ \text {sub }=\lambda\{1 \Rightarrow & x: \text { int }\} .\{1 \Rightarrow x+5,2 \Rightarrow x-5, \text { ok } \Rightarrow \text { true }\} . \downarrow \\
& :\{1 \Rightarrow \text { int }\} \rightarrow\{1 \Rightarrow \text { int }, 2 \Rightarrow \text { int }, \text { ok } 1 \Rightarrow \text { bool }\}
\end{aligned}
$$

### 7.2 Denotational semantics

In this section we give a model of the transformation calculus. However, to avoid technical problems specific to untyped models, and to get simple semantics, we base ourselves on the simply typed version of the calculus.

Definition 7.4 (model) A model of the transformation calculus is a pair ( $\left.\mathcal{A}, \llbracket_{-} \mathbb{1}_{-}\right)$with $\mathcal{A}$ a set of values, and $(M, \rho) \mapsto \llbracket M \rrbracket_{\rho}: \Lambda_{T} \times \mathcal{A}^{\mathcal{V}} \rightarrow \mathcal{A}$ a translation from a simply typed term $M$ and an environment $\rho\left(F V(M) \subset \mathcal{D}_{\rho}\right)$ into our model satisfying the axioms

$$
\begin{aligned}
M \equiv N & \Rightarrow \llbracket M \rrbracket_{\rho}=\llbracket N \rrbracket_{\rho}, \\
M \rightarrow N & \Rightarrow \llbracket M \rrbracket_{\rho}=\llbracket N \rrbracket_{\rho}, \\
\rho(x)=a & \Rightarrow \llbracket x \rrbracket_{\rho}=a
\end{aligned}
$$

We define our model $\mathcal{A}=\bigcup_{\tau \in T} \mathcal{A}^{\tau}$ by closure of the following procedure.

1. For $u \in T_{0}$ (base type), $\mathcal{A}^{u}$ is given. $\mathcal{A}_{0}=\bigcup_{u \in T_{0}} \mathcal{A}^{u}$.
2. Streams values of level $n$ are in $\mathcal{S}_{n}=\bigcup_{r \in \mathcal{S}\left(T_{n}\right)} \mathcal{A}^{r}$, where

$$
\mathcal{A}^{\left\{l_{i} \Rightarrow \tau_{i}\right\}_{i=1}^{m}}=\bigcup_{a_{1} \in \mathcal{A}^{\tau_{1}}} \ldots \bigcup_{a_{m} \in \mathcal{A}^{\tau_{m}}}\left\{l_{1} \Rightarrow a_{1}, \ldots, l_{m} \Rightarrow a_{m}\right\}
$$

3. Types of level $n+1$ are defined by

$$
T_{n+1}=T_{n} \cup\left\{r \rightarrow w \mid r \in \mathcal{S}\left(T_{n}\right), w \in \mathcal{S}\left(T_{n}\right) \cup T_{0}\right\}
$$

4. Values of level $n+1$ are defined by $\mathcal{A}_{n+1}=\bigcup_{\tau \in T_{n+1}} \mathcal{A}^{\tau}$ where

$$
\mathcal{A}^{r \rightarrow w}=\mathcal{A}^{r} \rightarrow \mathcal{A}^{w}
$$

5. $\mathcal{A}=\lim _{n \rightarrow \infty} \mathcal{A}_{n}$
$\mathcal{A}$ is well-defined, since for any $\tau$ there exists $n$ such that $\tau \in T_{n}$ and then $\mathcal{A}^{\tau} \subset \mathcal{A}_{n}$.
Note that, like we did with types, we are identifying the streams of $\mathcal{A}^{r}$ with the functions of $\mathcal{A}^{\{ \} \rightarrow r}=\mathcal{A}^{\{ \}} \rightarrow \mathcal{A}^{r}$.

Once we have defined the values of the model, we must define operations on them. Out of concatenation, already defined on streams, we have two: extension and composition.

Extension is the operation by which a value in $\mathcal{A}^{r_{1} \rightarrow r_{2}}$ gets canonically extended into a value of $\mathcal{A}^{\left(r_{1} \cdot r\right) \rightarrow\left(r_{2} \cdot r\right)}$. If $f$ is in $\mathcal{A}^{r_{1} \rightarrow r_{2}}$ then $f * r$, the $r$-extension of $f$ is defined as:

$$
\begin{array}{rlll}
f * r: & \mathcal{A}^{r_{1} \cdot r} & \rightarrow \mathcal{A}^{r_{2} \cdot r} \\
& \left\{l \Rightarrow x_{l}\right\}_{l \in \mathcal{D}_{r_{1} \cdot r}} & \mapsto\left(f\left\{l \Rightarrow x_{l}\right\}_{l \in \mathcal{D}_{r_{1}}}\right) \cdot\left(\left\{l \Rightarrow x_{\phi_{r_{1}}(l)}\right\}_{l \in \mathcal{D}_{r}}\right)
\end{array}
$$

Composition is just the mathematical one; if $f$ is in $\mathcal{A}^{r_{1} \rightarrow r_{2}}$ and $g$ in $\mathcal{A}^{\left(r_{2} \cdot r\right) \rightarrow w}$, then $f ; g$ is defined as:

$$
\begin{aligned}
f ; g: \mathcal{A}^{r_{1}} & \rightarrow \mathcal{A}^{w} \\
s & \longmapsto g(f(s))
\end{aligned}
$$

$$
\begin{array}{lll}
\llbracket x \rrbracket_{\rho} & = & \rho(x) \\
\llbracket \downarrow \rrbracket_{p} & =\{ \} \\
\llbracket \lambda\left\{l_{0} \Rightarrow x: \tau\right\} \cdot M \rrbracket_{\rho} & = & \left(\text { when } \llbracket M \rrbracket_{\rho\left[a^{\tau} / x\right]} \in \mathcal{A}^{r \rightarrow w}\right) \\
\mathcal{A}^{\left\{l_{0} \Rightarrow \tau\right\} \cdot r} & & \rightarrow \\
\left\{l \Rightarrow x_{l}\right\}_{l \in\left\{l_{0}\right\} \cup \mathcal{D}_{r}} & \mapsto \llbracket M \rrbracket_{\rho\left[x_{l_{0}} / x\right]}\left\{l \Rightarrow x_{l}\right\}_{l \in \mathcal{D}_{r}} \\
\llbracket\{l \Rightarrow N\} \cdot M \rrbracket_{\rho} & =\left\{l \Rightarrow \llbracket N \rrbracket_{\rho}\right\} ; \llbracket M \rrbracket_{\rho} \\
\llbracket M ; N \rrbracket_{\rho} & =\llbracket M \rrbracket_{\rho} ; \llbracket N \rrbracket_{\rho}
\end{array}
$$

Figure 7.2: Semantic function of the simply typed transformation calculus

However the above definitions will not work as model: with the subtyping introduced on transformations in the calculus, we expect that the same value may actually be contained in several $\mathcal{A}^{\tau}$ sets. That is why we will consider the above definition modulo extension.

More precisely, we introduce the following equivalence $f=_{*} f * r$, closed by symmetry and transitivity (it is already reflexive). Since extension only applies on members of $\mathcal{A}^{r_{1} \rightarrow r_{2}}$, equivalent terms are transformations. Moreover we remark that, modulo this equivalence, $\mathcal{A}^{s_{1} \rightarrow s_{2}}$ now includes all $\mathcal{A}^{r_{1} \rightarrow r_{2}}$ such that for some $r, r_{1} \cdot r=s_{1}$ and $r_{2} \cdot r=s_{2}$.

We define $\mathcal{A}_{*}$ as $\mathcal{A}_{/=*}$, and $\mathcal{A}_{*}^{\tau}$ as the sets of all classes containing an element of $\mathcal{A}^{\top}$.
We show easily that composition is coherent with this equivalence: if $f \in \mathcal{A}^{r_{1} \rightarrow r_{2}}$ and $g \in \mathcal{A}^{r_{2} \rightarrow r_{3}}$ (for extension to be possible, both $f$ and $g$ must be transformations), then $f * r \in \mathcal{A}^{\left(r_{1} \cdot r\right) \rightarrow\left(r_{2} \cdot r\right)}, g * r \in \mathcal{A}^{\left(r_{2} \cdot r\right) \rightarrow\left(r_{3} \cdot r\right)}$, and

$$
\begin{aligned}
& (f * r ; g * r)\left\{l \Rightarrow x_{l}\right\}_{l \in \mathcal{D}_{r_{1} \cdot r}} \\
& =(g * r)\left(\left(f\left\{l \Rightarrow x_{l}\right\}_{l \in \mathcal{D}_{r_{1}}} \cdot\left(\left\{l \Rightarrow x_{\phi_{r_{1}}(l)}\right\}_{l \in \mathcal{D}_{r}}\right)\right)\right. \\
& \left.=\left(g\left(f\left\{l \Rightarrow x_{l}\right\}_{l \in \mathcal{D}_{r_{1}}}\right)\right) \cdot\left(\left\{l \Rightarrow x_{\phi_{r_{1}}(b)}\right\}_{l \in \mathcal{D}_{r}}\right)\right) \\
& =((f ; g) * r)\left\{l \Rightarrow x_{l}\right\}_{l \in \mathcal{D}_{r_{1} \cdot r}}
\end{aligned}
$$

Finally we define the translation $(M, \rho) \mapsto \llbracket M \rrbracket_{\rho}: \Lambda_{T} \times \mathcal{A}_{*}^{\mathcal{V}} \rightarrow \mathcal{A}_{*}$, from a simply typed term $M$ and an environment $\rho\left(F V(M) \subset \mathcal{D}_{\rho}\right)$ into our model ${ }^{1}$ in figure 7.2.

Proposition $7.3\left(\mathcal{A}_{*}, \llbracket-\rrbracket\right)$ is a model of the simply typed transformation calculus.
PROOF We must prove that our three axioms are verified.

- $\equiv$ : the proof is direct for each basic equivalence.
- $\rightarrow_{\downarrow}$ : just notice that all extensions of $\llbracket \downarrow \rrbracket$ are the identity.
- $\rightarrow_{\beta}: \llbracket\{l \Rightarrow N\} \cdot \lambda\{l \Rightarrow x\} \cdot M \rrbracket_{\rho}=\llbracket M \rrbracket_{\rho\left[\llbracket N \rrbracket_{\rho} / x\right]}=\llbracket[N / x] M \rrbracket_{\rho}$.


### 7.3 Polymorphic types

Like for the label-selective $\lambda$-calculus, we define here a polymorphically typed version of the transformation calculus. Together with it, we give a type reconstruction algorithm.

[^11]However, unlike selective $\lambda$-calculus, this algorithm is very incomplete. For a very simple reason: there are cases where no principal type exists. Still, type reconstruction lets one reduce the amount of typing information necessary in a term, and opens the way to transformation calculus based strongly typed programming languages.

### 7.3.1 Syntax and types

The polymorphism by subtyping we had in the simply typed calculus becomes a problem when we try to polymorphically type transformation calculus expressions. Suppose for instance that we want to define composition as a function comp $\{f \Rightarrow f, g \Rightarrow g\}=f ; g$. If we have only generic type variables, we cannot express the relation which is between the output stream of $g$ and the input stream of $f$.

The intuitive solution to this problem is the introduction of stream variables, for stream types. It is indeed quite expressive. Suppose comp defined above to be typed $\left\{f \Rightarrow\left(\rho \rightarrow \rho^{\prime}\right), g \Rightarrow\left(\rho^{\prime} \rightarrow \alpha\right)\right\} \cdot \rho \rightarrow \alpha$. It correctly expresses the constraint, even permitting to receive arguments on labels other than $f 1$ and $g 1$, linking their types with types in f's input.

However it will appear not to be enough. The second problem comes from rule (VI) of typing, which expresses than any transformation has an infinity of types. But, when we write $\rho \rightarrow \rho^{\prime}$ we are interested in only one of these types, whose $\rho^{\prime}$ is the same as in $\rho^{\prime} \rightarrow \alpha$, which may be a simple function. In this case the maximal possible $\rho^{\prime}$ is the total input of $g$. If we let $\alpha$ be any type, it may contain part of the input and reduce the genericity of $g$. This is why we need a last sort of type variables, we will call them return type variables, and they are restricted to represent return types.

Definition 7.5 (polymorphic type) We have a set $u$ of base types, and another set $\alpha$ of variable names.

| * | ::= | - $1 \diamond$ | return/stream sort |
| :---: | :---: | :---: | :---: |
| $\tau^{\diamond}$ | :: | $\{l \Rightarrow \tau, \ldots\}$ | closed stream |
|  | \| | $\{l \Rightarrow \tau, \ldots\} \cdot \alpha^{\diamond}$ | open stream |
| $\tau^{\bullet}$ | ::= | $\alpha^{\bullet}\|u\| \tau^{\diamond}$ | return types |
| $\tau$ | ::= | $\tau^{\diamond} \rightarrow \tau^{\bullet}$ | monotypes |
| $\sigma$ | ::= | $\tau \mid \forall \alpha . \sigma$ | polytypes |

There is a subtype relation between sort, that is $\diamond<\bullet$.
By $\diamond<\bullet$, we mean that during type instantiation an unsorted variable may be substituted with any type, but a return ( $(\bullet)$ variable is restricted to return types, and a stream $(\diamond)$ one to stream types.

Notations To simplify the writing, and help the intuition, we will use the following abbreviations for variables:

$$
\alpha=\alpha^{\diamond} \rightarrow \alpha^{\bullet} \quad \forall \alpha . \sigma=\forall \alpha^{\diamond} . \forall \alpha^{\bullet} . \sigma \quad \sigma[\tau / \alpha]=\sigma\left[r / \alpha^{\diamond}, w / \alpha^{\bullet}\right]
$$

Moreover we identify $\alpha^{\diamond}$ and $\left\} \cdot \alpha^{\diamond}\right.$.
Patterns in the rules use the corresponding non-terminal, but we use both $\theta$ and $\tau$ for $\tau$. Streams are normalized after substitution.

We give a type inference algorithm in subsection 7.3.4. The inference is complex, and incomplete in the general case, since there are cases where there is no principal type. This is why we allow adding some type information to terms, which permits to guide the inference towards a solution type.

Definition 7.6 (constrained term) Terms are those of transformation calculus, extended to allow type specification.

$$
M::=x|\{ \}| \lambda\{l \Rightarrow x: \tau, \ldots\} \cdot M|M\{l \Rightarrow M, \ldots\}| M ; M
$$

We use $\{l \Rightarrow x\}$ as an abbreviation for $\{l \Rightarrow x: \alpha\}$, which introduces no constraint on the type of $x$.

In this system composition will be typed:

$$
\text { comp }:\left\{f \Rightarrow\left(\alpha^{\diamond} \rightarrow \beta^{\bullet}\right), g \Rightarrow\left(\gamma^{\diamond} \rightarrow \alpha^{\diamond}\right)\right\} \cdot \gamma^{\diamond} \rightarrow \beta^{\bullet}
$$

Most functions can be typed in this formalism. There are still exceptions. The simplest one is auto-composition: $\lambda(x) .(x ; x)$. The only polymorphic type we can give it is $\left\{1 \Rightarrow\left(\alpha^{\diamond} \rightarrow \alpha^{\diamond}\right)\right\} \cdot \alpha^{\diamond} \rightarrow \alpha^{\diamond}$. If our intention was to use it as stream duplication $(\{p \Rightarrow a, q \Rightarrow b\} \mapsto\{p 1 \Rightarrow a, p 2 \Rightarrow a, q 1 \Rightarrow b, q 2 \Rightarrow b\}$ ), this will not work.

### 7.3.2 Typing rules

To preserve polymorphism in streams, we use here a special form of polymorphism, applicative polymorphism. Its application to classical $\lambda$-calculus is described in appendix A. 1 .

The essential difference is in the structure of the assumption. Together with the typing environment $\Gamma$, we have an applicative context $A$, which contains the type of the stream our type is applied to.

$$
\Gamma, \mathrm{A} \vdash M: \sigma
$$

means that in an environment $\Gamma$, when $M$ is applied to a streams whose elements have types in A, the result of the application has type $\sigma$.

Inference rules are in Figure 7.3. In Abs', $\theta \sqsubseteq \tau$ means that there is a substitution $\varsigma$ (respecting $\diamond<\bullet$ ), such that $\varsigma(\theta)=\tau$.

Proposition 7.4 (subject reduction) If $\Gamma, A \vdash M: \sigma$ in the polymorphically typed transformation calculus, and $M \rightarrow N$ or $M \equiv N$, then $\Gamma, A \vdash N: \sigma$

PROOF Like for the simply typed version, we can suppose the concerned redex to be the most external in $M$.

We distinguish three categories of rules: axioms (Var, Empty), structural rules (App, Abs, Abs', Comp), and auxiliary rules (all others).

Axioms form always the top of proofs, but auxiliary rules may appear in their middle. To avoid problems when an auxiliary rule appears between two structural ones, we either push them up (Open, Charge, Inst, Inst') or down (Discharge, Gen).

If $M$ is a $\beta$-redex, then the proof has form,

$$
\frac{\frac{\Pi}{\Gamma,\{ \} \vdash N: \sigma} \quad \frac{\frac{\Pi}{\Gamma[x \mapsto \sigma], \mathrm{A} \vdash M: \sigma^{\prime}}}{\Gamma,\{l \Rightarrow \sigma\} \cdot \mathrm{A} \vdash \lambda\{l \Rightarrow x\} \cdot M: \sigma^{\prime}}}{\Gamma, \mathrm{A} \vdash\{l \Rightarrow N\} \cdot \lambda\{l \Rightarrow x\} \cdot M: \sigma^{\prime}}
$$

After $\beta$-reduction, $\Pi$ where $\Gamma[x \mapsto \sigma],\{ \} \vdash x: \sigma$ is replaced by $\Pi^{\prime}$ is a proof of

$$
\Gamma, A \vdash[N / x] M: \sigma^{\prime}
$$

Similarly if we had to use Abs', since $\theta \sqsubseteq \tau$ is only a side condition.


Figure 7.3: Inference rules for polymorphically typed transformation calculus
Base type

$$
\begin{array}{ll}
\frac{\varphi, u=v}{\perp} & u \neq v \\
u, v \text { base types }
\end{array}
$$

Stream type

$$
\frac{\varphi,\{ \}=\{l \Rightarrow \theta\} \cdot \tau^{\diamond}}{\perp}
$$

Sort mismatch $\quad \frac{\varphi, u=\tau^{\diamond}}{\perp}$


Variable elimination $\frac{\varphi, \alpha^{*}=\tau^{*}}{\left[\tau^{*} / \alpha^{*}\right] \varphi, \alpha^{*}=\tau^{*}}$| $\alpha^{*} \in \operatorname{Var}(\varphi)-\operatorname{Var}\left(\tau^{*}\right)$ |
| :--- |
| if $\tau^{*}=\beta^{*}$ then $\beta^{*} \in \operatorname{Var}(\varphi)$ |

Redundancy

$$
\frac{\varphi, \theta=\theta}{\varphi}
$$

Splitting

$$
\begin{aligned}
& \frac{\varphi, r \rightarrow w=r^{\prime} \rightarrow w^{\prime}}{\varphi, r=r^{\prime}, w=w^{\prime}} r \neq\{ \} \text { or } r^{\prime} \neq\{ \} \\
& \frac{\varphi,\{l \Rightarrow \theta\} \cdot r=\left\{l \Rightarrow \theta^{\prime}\right\} \cdot r^{\prime}}{\varphi, \theta=\theta^{\prime}, r=r^{\prime}}
\end{aligned}
$$

Figure 7.4: Monotype unification algorithm

For $\downarrow$-elimination, the proof has form,

$$
\frac{\frac{\Gamma,\left\{l_{i} \Rightarrow \theta_{i}\right\}_{i=1}^{n} \vdash \downarrow:\left\{l_{i} \Rightarrow \theta_{i}\right\}_{i=1}^{n}}{\Gamma,\left\{l_{i} \Rightarrow \forall A_{i} \cdot \theta_{i}\right\}_{i=1}^{n} \vdash \mid:\left\{l_{i} \Rightarrow \theta_{i}\right\}_{i=1}^{n}}}{\frac{\text { II }}{\Gamma,\left\{l_{i} \Rightarrow \forall A_{i} \cdot \theta_{i}\right\}_{i=1}^{n} \vdash \mid: \tau^{\diamond} \rightarrow\left\{l_{i} \Rightarrow \theta_{i}\right\}_{i=1}^{n} \cdot \tau^{\diamond}} \quad \stackrel{\text { II }}{\left.\Gamma,\left\{l_{i} \Rightarrow \forall A_{i} \cdot \theta_{i}\right\}_{i=1}^{n} \vdash \downarrow ; M: l_{i} \Rightarrow \forall \mathrm{~B}_{i} . \theta_{i}\right\}_{i=1}^{n} \vdash M: \tau^{\diamond} \rightarrow \tau^{\bullet}}}
$$

with $B_{i} \subset A_{i}$ (thanks to the side condition).
Then the proof after elimination is,

$$
\frac{\Pi}{\frac{\Pi,\left\{l_{i} \Rightarrow \forall \mathrm{~B}_{i} \cdot \theta_{i}\right\}_{i=1}^{n} \vdash N: \tau^{\diamond} \rightarrow \tau^{\bullet}}{\Gamma,\left\{l_{i} \Rightarrow \forall A_{i} \cdot \theta_{i}\right\}_{i=1}^{n} \vdash M: \tau^{\diamond} \rightarrow \tau^{\bullet}}}
$$

We do not detail cases for $\equiv$ : there are 9 , as many as combinations of application, abstraction, and composition (we do not distinguish Abs and Abs'). All proofs are easy.

### 7.3.3 Monotype unification

We solve a system of equations on monotypes, return types and stream types. Here we make no distinction between $\left\} \rightarrow \tau^{\bullet}\right.$ and $\tau^{\bullet},\{ \} \cdot \alpha^{\diamond}$ and $\alpha^{\diamond}$. Equations, in Figure 7.4, are considered modulo symmetry.

Termination A measure based on (unsolved variables,labels+non-trivial $\rightarrow$ ), where a trivial rightarrow appears in $\left\} \rightarrow \tau^{\bullet}\right.$.

Correctness We prove that, for each rewrite rule, any solution of the denominator is a solution for the numerator, and conversely.

This is clear for the failure rules.
Variable elimination substitutes variables (using flattening type substitution), while keeping their reference. Let $\sigma$ be a solution of the numerator. Then, by construction, $\sigma(\alpha)=\sigma(\tau)$, thus t is also a solution of the denominator.

Redundancy only suppresses useless equations (and harmless) equations, which makes it clearly correct.

Splitting and Decomposition do the correct structural transformations on terms.
As a conclusion, all these rules are safe tranformations of our equation system.

Validity Last we must verify that the final state of our equation system expresses it solution. That is, all equations must be of the form $\alpha^{*}=\tau^{*}$, where $\alpha^{*}$ appears in no other equation.

First, if our equation is of the form $\alpha^{*}=\tau^{*}, \alpha^{*} \notin \operatorname{Var}\left(\tau^{*}\right)$ and $\tau^{*} \notin v^{*}, \alpha^{*} \in \operatorname{Var}(\varphi)$ would mean that Variable elimination applies. If $\alpha^{*} \in \operatorname{Var}\left(\tau^{*}\right)$ then Variable reccurence or Redundancy applies. If $\tau^{*}=\beta^{*}$, and $\beta^{*} \notin \operatorname{Var}(\varphi)$, then it applies the second condition applies for the $\beta^{*}$ side.

Second, we show that all equations must be of the form $\alpha^{*}=\tau^{*}$ : if the two sides have compatible structures, they are submitted to one of Redundancy, Splitting and Decomposition, otherwise they cause a failure.

Our form constraint is enough to guarantee the existence of a most general unifier, precisely $\sigma^{n}$, where $\sigma$ is the substitution mapping $\alpha^{*}$ to $\tau^{*}$ for each equation, and $n$ the number of variables (we may have to follow links, but may not find the same variable two times in a path).

Theorem 7.1 (most-general unifier) The above proves the existence of an algorithm giving either the mgu of a set of equations on monotypes, or reporting failure.

### 7.3.4 Type inference

The type inference algorithm for the polymorphic transformation calculus is in Figure 7.5.

Remarks In the absence of principal typing, the above algorithm cannot be "most general" in any way. In fact, it is not even confluent, since stripping is not monotonous: a closed transformation may be generalized, but not a semi-open one.

Example 7.1 We go on with our point example, and give types for our different transformations.

- defpoint $:\{$ mypoint $\Rightarrow\{x \Rightarrow$ int,$y \Rightarrow$ int $\}\}$.
- lookpoint $:\left\{\right.$ mypoint $\Rightarrow\{x \Rightarrow$ int,$\left.y \Rightarrow i n t\} \cdot \alpha^{\diamond}\right\} \rightarrow\left\{\right.$ mypoint $\Rightarrow\{x \Rightarrow$ int,$y \Rightarrow$ int $\} \cdot \alpha^{\diamond}, x \Rightarrow$ $i n t, y \Rightarrow i n t\}$.
- move $:\left\{\right.$ mypoint $\Rightarrow\{x \Rightarrow$ int,$y \Rightarrow$ int $\} \cdot \alpha^{\diamond}, x \Rightarrow$ int,$y \Rightarrow$ int $\} \rightarrow\{$ mypoint $\Rightarrow\{x \Rightarrow$ int,$y \Rightarrow$ $\left.i n t\} \cdot \alpha^{\diamond}\right\}$.

We see here that polymorphism gives us "inheritance" for streams. For instance, if we apply move on a mypoint with more fields than $x$ and $y$, it will work and leave other fields unchanged.

- $T p(\Gamma, A, x)=\left\langle\left\{\operatorname{strip}(\Gamma(x))=\operatorname{strip}(A) \cdot \alpha^{\diamond} \rightarrow \alpha^{\bullet}\right\}, \alpha\right\rangle$ where $\alpha$ fresh
- $T p(\Gamma,\{l \Rightarrow \sigma\} \cdot A, \lambda\{l \Rightarrow x\} . M)=T p(\Gamma[x \mapsto \sigma], A, M)$
- $T p(\Gamma, A, \lambda\{l \Rightarrow x: \theta\} \cdot M)=\left\langle\varphi, \phi_{A}^{-1}\left\{l \Rightarrow \theta^{\prime}\right\} \cdot \tau^{\diamond} \rightarrow \tau^{\bullet}\right\rangle$

$$
\text { where }\left\{\begin{array}{l}
\langle\varphi, \tau\rangle=\operatorname{Tp}\left(\Gamma\left[x \mapsto \theta^{\prime}\right], \phi_{\{\Leftrightarrow x\}}^{-1}(A), M\right) \\
\theta^{\prime}=[\vec{\alpha} / \operatorname{Var}(\theta)] \theta, \vec{\alpha} \text { fresh variables }
\end{array}\right.
$$

- $T p(\Gamma, A, M\{l \Rightarrow N\})=\left\langle\operatorname{sol}\left(\varphi \cup \varphi^{\prime}\right), \tau\right\rangle$

$$
\text { where }\left\{\begin{array}{l}
\langle\varphi, \theta\rangle=\operatorname{Tp}(\Gamma,\{ \}, N) \\
\left\langle\varphi^{\prime}, \tau\right\rangle=\operatorname{Tp}\left(\Gamma^{\prime},\{l \Rightarrow \sigma\} \cdot A^{\prime}, M\right) \\
\Gamma^{\prime}=\varphi(\Gamma), A^{\prime}=\varphi(A) \\
\sigma=\operatorname{wrap}\left(\varphi(\theta), \operatorname{Var}\left(\Gamma^{\prime}\right) \cup \operatorname{Var}\left(A^{\prime}\right)\right)
\end{array}\right.
$$

- $T p(\Gamma, A, M ; N)=\left\langle\operatorname{sol}\left(\varphi^{\prime} \cup \varphi^{\prime \prime}\right), \tau^{\diamond} \rightarrow \theta^{\bullet}\right\rangle$

$$
\text { where }\left\{\begin{array}{l}
\langle\varphi, \tau\rangle=\operatorname{Tp}(\Gamma, A, M) \\
\left\langle\varphi^{\prime \prime}, \theta\right\rangle=\operatorname{Tp}\left(\Gamma^{\prime}, B^{\prime}, N\right) \\
\langle B, r\rangle=\operatorname{bone}\left(\varphi\left(\tau^{\bullet}\right)\right) \\
\varphi^{\prime}=\operatorname{sol}\left(\varphi \cup\left\{r=\theta^{\diamond}\right\}\right), \Gamma^{\prime}=\varphi^{\prime}(\Gamma) \\
B^{\prime}=\operatorname{wraps}\left(\varphi^{\prime}(B), \varphi^{\prime}\left(\operatorname{Var}(\Gamma) \cup \operatorname{Var}(A) \cup \operatorname{Var}\left(\tau^{\diamond}\right)\right)\right)
\end{array}\right.
$$

- bone: $\left\{l_{i} \Rightarrow \tau_{i}\right\}_{1}^{n} \mapsto\left\langle\left\{l_{i} \Rightarrow \tau_{i}\right\}_{1}^{n},\{ \}\right\rangle$

$$
\left\{l_{i} \Rightarrow \tau_{i}\right\}_{1}^{n} \cdot \alpha^{\diamond} \quad \mapsto\left\langle\left\langle\left\{l_{i} \Rightarrow \tau_{i}\right\}_{1}^{n}, \alpha^{\diamond}\right\rangle\right.
$$

- open = opens the transformation types.
- $\operatorname{sol}(\varphi)=$ most general unifier of $\varphi$.
- $\operatorname{strip}(\forall \vec{\alpha} \cdot \tau)=\operatorname{open}([\vec{\nu} / \vec{\alpha}] \tau)$
- $\operatorname{wrap}(\tau, B V)=\forall(\operatorname{Var}(\tau)-B V) \cdot \tau$
- $\operatorname{wraps}(A, B V)=\operatorname{map}(\lambda \tau \cdot \operatorname{wrap}(\tau, B V)) A$

Figure 7.5: Type reconstruction algorithm

### 7.3.5 Polymorphic records

An extension suggested by this polymorphism on streams is the use of an extended pattern matching on them. Extracting a field from a stream can then be done polymorphically, without extending the typing system. This is all we need to get a complete polymorphic record calculus, since we already had modification. Here is the example of a field selector for label $l .\{l \Rightarrow x\} \cdot y$ is an extended pattern, matching the value on $l$ with $x$ and the rest of the stream with $y$, and it can come in place of a variable.

$$
\# l=\lambda\{1 \Rightarrow\{l \Rightarrow x\} \cdot y\} \cdot x:\left\{1 \Rightarrow\{l \Rightarrow \alpha\} \cdot \beta^{\diamond}\right\} \rightarrow \alpha
$$

Equivalently we could directly add $\# l$ as an operator, with the following reduction rule:

$$
(\{l \Rightarrow M, \ldots\} \cdot \mid) . \# l \rightarrow M
$$

This is enough to define all extended patterns.
It works nicely -since this extension is orthogonal, confluence is kept-, however such types are fragile, in that the same polymorphic stream should not be used as a transformation, since constraints would interfere. This is not surprising: transformation composition gives us record concatenation, and such an operation has no most generic type (see [Wan91] in a slightly different system: generally label repetition is handled by retaining only one of the two occurrences, and we keep the two by our label-shifting). If this rule against mixing is respected, we can enjoy record operations as an "extra".

### 7.4 FIML: a typed language based on the transformation calculus

We define in Appendix B a language based on the polymorphically typed transformation calculus

### 7.5 Transformations and stateful objects

The idea here is to use the state handling mechanisms defined in Chapter 6 to implement stateful objects, by associating an object with a label. That is, for each object we should have a label to which its state would be attached. By making its use exclusive, we can assimilate modifications of the object's state to modifications of the value associated to the label, through a transformation.

This is a neat way to encode objects, but we must remember that what we encode with scope-free variables is dynamic binding: a name is in no way exclusive. We have form of dynamic locality, limiting the life area of a variable, but this is not the kind of locality we need for object-oriented programming, where we want on the contrary to have the life area of a private variable (the use scope) larger than its syntactical scope (the object itself).

To solve this problem, we first define a transformation calculus with scoped labels, and then demonstrate its use.

### 7.5.1 The scoped transformation calculus

We define this calculus as an extension of the untyped transformation calculus.

### 7.5.1.1 Syntax

Terms are extended with a label-scoping construct,

$$
M::=x|\lambda\{l \Rightarrow x, \ldots\} \cdot M|\{l \Rightarrow M\} \cdot M|\downarrow| M ; M \mid \nu p \cdot M
$$

where $p$ is a name in $\mathcal{L}_{s}$.
$F N(M)$, the set of free names in $M$, is defined in the usual way, $\nu p . N$ hiding occurences of $p$ in $N$.

The interactions of this construct with others is defined by the following new structural equivalences.

$$
\begin{array}{rlrl}
\nu p \cdot M & \equiv M & & p \notin F N(M) \\
\nu p \cdot M & \equiv \nu q \cdot[q / p] M & & q \notin F N(M) \\
\nu p \cdot \nu q \cdot M & \equiv \nu q \cdot \nu p \cdot M & & \\
& & & \\
\lambda\{p m \Rightarrow x\} \cdot \nu q \cdot M & \equiv \nu q \cdot \lambda\{p m \Rightarrow x\} \cdot M & p \neq q \\
\{p m \Rightarrow N\} \cdot \nu q \cdot M & \equiv \nu q \cdot\{p m \Rightarrow N\} \cdot M & p \neq q, q \notin F N(N) \\
M ; \nu p \cdot N & \equiv \nu p \cdot(M ; N) & & p \notin F N(M) \\
\nu p \cdot M ; N & \equiv \nu p \cdot(M ; N) & & p \notin F N(N)
\end{array}
$$

Finally we extend variable substition with

$$
[N / x](\nu p \cdot M)=\nu p \cdot[N / x] M \quad p \notin F N(N)
$$

Reduction rules themselves are not modified.
The key point in these rules is that we don't equate $\{p m \Rightarrow \nu q . N\} . M$ and $\nu q .\{p m \Rightarrow$ $N\} . M$. This would, in this form, make the calculus incoherent, scopes depending of the form on which we apply $\beta$-reduction -if the $\nu q$ is out all residuates of $N$ are in the same scope, otherwise they are in different ones-, and even if we restrict $\beta$ reductions to terms containing no $\nu$, this would lose the name generating power: once all $n u$ pushed out we can just forget about them for all internal reductions.

By keeping the $\nu$ in the applications, we create different scopes for each residual of $N$. This amounts to creating news names for each of them, and gives us static binding.

Remark however that this does not mean that transformation calculus suddenly changed from dynamic to static binding. That only means that they are different problems: scope-free variables are about where a value is available in a program, whereas name scopes are about how one can access it (or not). There is no point in scoping a variable if we know that it will not interfer with other scope-free variables in its use area.

Since the only thing we have done here is to add scopes to names, this calculus is still confluent.

Theorem 7.2 The scoped transformation calculus is Church-Rosser.
PROOF We first prove that all structural equivalences and reduction rules keep unchanged scopes of names.

For the above equivalences, this is exactly the role of the side conditions. For the original ones, they do not change scopes.
$\downarrow$-elimination is immediate again.
Last, $\beta$-reduction keeps scopes, thanks to our new definition of substitutions.
We now can consider our terms as classical transformation calculus terms, plus some scoping. For that we remark that in all transformational "spines", we can push all the $\nu$ 's outwards, and have terms of the form:

$$
\begin{aligned}
& N::=x|\lambda\{l \Rightarrow x\} . N|\{l \Rightarrow M\} . N|\downarrow| N ; N \\
& M::=N \mid \nu p \cdot M
\end{aligned}
$$

External $\nu$ 's do not interact with structural equivalences: $\nu \vec{p} . M \equiv \nu \vec{p} . N$ ( $M$ and $N$ not name-scoped) implies $M \equiv N$. That means that our scoping do not equate originally different terms.

Thanks to all that we can (sketch):

1. translate a reduction in the scoped calculus into one in a variant of the classical one ( $\beta$-reduction of $\{l \Rightarrow N\} . \lambda\{l \Rightarrow x\} \cdot M$ may change labels in the various residuals of $N$, accordind to scopes).
2. use the confluence of the transformation calculus to get closing reductions in the scoped calculus.

This gets us confluence.

### 7.5.1.2 Simple types

We only present here simple types, but extension to polymorphism is of course possible.
Types are extended in

$$
\begin{array}{ll}
r & ::=\{l \Rightarrow t, \ldots\} \\
w & ::=u \mid r \\
t & ::=r \rightarrow w \mid \nu p . t
\end{array}
$$

with the three scoping equivalences we had already on terms.
We must slightly modify scoping/abstraction structural equivalence to cope with the presence of (possibly scoped) types in abstractions.

$$
\lambda\{p m \Rightarrow x: \tau\} \cdot \nu q \cdot M \equiv \nu q \cdot \lambda\{p m \Rightarrow x: \tau\} \cdot M \quad p \neq q, q \notin F N(\tau)
$$

Typing rules have to be modified:

$$
\begin{align*}
& \frac{\Gamma[x \mapsto \theta] \vdash M: \nu \vec{p} \cdot(r \rightarrow w)}{\Gamma \vdash \lambda\{q n \Rightarrow x: \theta\} \cdot M: \nu \vec{p} \cdot(\{q n \Rightarrow \theta\} \cdot r \rightarrow w)} q \notin \vec{p}  \tag{II}\\
& \frac{\Gamma \vdash M: \nu \vec{p} \cdot(\{q n \Rightarrow \theta\} \cdot r \rightarrow w) \quad \Gamma \vdash N: \theta}{\Gamma \vdash\{q n \Rightarrow N\} \cdot M: \nu \vec{p} \cdot(r \rightarrow w)} q \notin \vec{p}  \tag{III}\\
& \frac{\Gamma \vdash M: \nu \vec{p} \cdot\left(r_{1} \rightarrow r_{2}\right) \quad \Gamma \vdash N: \nu \vec{q} \cdot\left(r_{2} \rightarrow r_{3}\right)}{\Gamma \vdash M ; N: \nu \vec{p} \cdot \nu \vec{q} \cdot\left(r_{1} \rightarrow r_{3}\right)} \vec{p} \nmid \vec{q}  \tag{V}\\
& \frac{\Gamma \vdash M: \nu \vec{p} \cdot\left(r_{1} \rightarrow r_{2}\right) \quad \vec{q} \not \subset F N\left(r_{1} \rightarrow r_{2}\right)}{\Gamma \vdash M: \nu \vec{p} \cdot \nu \vec{q} \cdot\left(r_{1} \cdot r \rightarrow r_{2} \cdot r\right)} \vec{p} \npreceq F N(r)  \tag{VI}\\
& \frac{\Gamma \vdash M: \tau}{\Gamma \vdash \nu p \cdot M: \nu p \cdot \tau} \tag{VII}
\end{align*}
$$

Proposition 7.5 (subject reduction) If $\Gamma \vdash M: \tau$ in the scoped transformation calculus, and $M \equiv N$ or $M \rightarrow N$, then $\Gamma \vdash N: \tau$.

### 7.5.2 Stateful objects

In this new calculus, we can create a unique relation between an object an its state, by scoping its internal variables. This gives us a simple definition of the methods attached to an object. They are transformations accessing or modifying the values on scoped labels. This means that at the transformation calculus level an object is separated into a state and a set of methods, the only relation between the two being these scoped labels.

$$
\begin{aligned}
& \text { screen }=\nu s \cdot\left\{\left\{\begin{array}{l}
\text { plot } \Rightarrow \lambda\{s \Rightarrow n\} \cdot(\{n b \Rightarrow n\} . \text { plot_screen; }\{s \Rightarrow n\} \cdot \downarrow) \\
\text { init } \Rightarrow \lambda(x) \cdot\{s \Rightarrow x\} \cdot \downarrow \\
\text { del } \Rightarrow \lambda\{s \Rightarrow x\} \cdot \downarrow
\end{array}\right\}\right\} \\
& : \nu \nu s\left\{\left\{\begin{array}{l}
\text { plot } \Rightarrow\{1 \Rightarrow \text { int } 2 \Rightarrow \text { int }, s \Rightarrow \text { int }\} \rightarrow\{s \Rightarrow \text { int }\} \\
\text { init } \Rightarrow\{1 \Rightarrow \text { int }\} \rightarrow\{s \Rightarrow \text { int }\} \\
\text { del } \Rightarrow\{s \Rightarrow \text { int }\} \rightarrow\{ \}
\end{array}\right\}\right\} \\
& \text { point }=\nu x . \nu y \cdot\left\{\left\{\begin{array}{l}
\left.\left\{\begin{array}{l}
\text { init } \Rightarrow \lambda(x, y) \cdot\{x \Rightarrow x, y \Rightarrow y\} \cdot \downarrow \\
\text { del } \Rightarrow \lambda\{x \Rightarrow x, y \Rightarrow y\} . \downarrow \\
\text { move } \Rightarrow \lambda\left\{1 \Rightarrow x^{\prime}, 2 \Rightarrow y^{\prime}, x \Rightarrow x, y \Rightarrow y\right\} \cdot\left\{x \Rightarrow x+x^{\prime}, y \Rightarrow y+y^{\prime}\right\} \cdot \downarrow \\
\text { plot } \Rightarrow \lambda\{s c r \Rightarrow s, x \Rightarrow x, y \Rightarrow y\} . \\
\\
((x, y) .(s) . \# \text { plot } ; \\
\{x \Rightarrow x, y \Rightarrow y\} . \downarrow)
\end{array}\right\}\right\}, ~
\end{array}\right\}\right. \\
& : \quad \nu x . \nu y .\left\{\left\{\begin{array}{l}
\text { init } \Rightarrow\{1 \Rightarrow \text { int }, 2 \Rightarrow \text { int }\} \rightarrow\{x \Rightarrow \text { int, } y \Rightarrow \text { int }\} \\
\text { del } \Rightarrow\{x \Rightarrow \text { int, } y \Rightarrow \text { int }\} \rightarrow\{ \} \\
\text { move } \Rightarrow\left\{s c r \Rightarrow\left\{\text { plot } \Rightarrow\{1 \Rightarrow \text { int }, 2 \Rightarrow \text { int }\} \cdot \alpha^{\diamond} \rightarrow \beta^{\diamond}\right\} \cdot \gamma^{\diamond},\right. \\
x \Rightarrow \text { int }, y \Rightarrow \text { int }\} \cdot \alpha^{\diamond} \rightarrow\{x \Rightarrow \text { int }, y \Rightarrow i n t\} \cdot \beta^{\diamond}
\end{array}\right\}\right\}
\end{aligned}
$$

Figure 7.6: Examples of prototypes

This approach differs from a frequent one in the object oriented field, which sees methods as being invocated by messages sent to the object [AR88, Red88], which is considered as "active" and "atomic" (methods and state are together in the objet). In our approach an object is simply a set of transformations implementing methods, plus a label holding its state. In ignoring the notion messages we do like [Car88], but he suggested to include the state in the record representing the methods. The distinction we make here avoids self-references, which made necessary recursively quantified types.

This distinction results, we will see, in a two-step way of creating an object from its prototype. First we extract the methods from the prototype. Only then can we use the init method to create its state. Then, like with scope-free variables, we have composed transformations based on this object's methods, and finally we delete its state.

The definition of a prototype is done in the following way.

1. We define the methods in a stream, they must all be transformations.

$$
\left\{\operatorname{meth}_{1} \Rightarrow T_{1}, \ldots, \operatorname{meth}_{n} \Rightarrow T_{n}\right\} . \downarrow
$$

2. Then we pack these methods by scoping private names.

$$
\text { proto }=\nu p_{1} \ldots . . \nu p_{m} \cdot\left\{1 \Rightarrow\left\{\operatorname{meth}_{1} \Rightarrow T_{1}, \ldots, \operatorname{meth}_{n} \Rightarrow T_{n}\right\} \cdot \downarrow\right\} \cdot \downarrow
$$

The need for this "double packing" will appear clearly with object creation.
We give in Figure 7.6 an example illustrating prototype definition (we abbreviate . $\downarrow$ when no confusion is possible). The integer we use as screen state is in fact a dummy state. The only real modification is done by the low level operation plot_screen but by reading and writing the screen number we simulate here a modification.

The next operation is the creation of an object from a prototype. That is, if we try to extract methods directly from prototypes, their scoped labels will be quantified
independently, so that they will not match each other. Object creation is done by creating a stream containing the methods of the prototype - but not the quantifiers.

$$
\text { proto; } \lambda\{1 \Rightarrow o b j\} \cdot M
$$

Let us see what is the result of this composition.

$$
\begin{aligned}
& \nu p_{1} \ldots . \nu p_{m} \cdot\left\{1 \Rightarrow\left\{\operatorname{meth}_{1} \Rightarrow T_{1}, \ldots, \operatorname{meth}_{n} \Rightarrow T_{n}\right\}\right\} \cdot \downarrow ; \lambda\{1 \Rightarrow o b j\} \cdot M \\
\rightarrow & \nu p_{1} \ldots . \nu p_{m} \cdot\left\{1 \Rightarrow\left\{\operatorname{meth}_{1} \Rightarrow T_{1}, \ldots, \operatorname{meth}_{n} \Rightarrow T_{n}\right\}\right\} \cdot \lambda\{1 \Rightarrow o b j\} \cdot M \\
\rightarrow & \nu p_{1} \ldots . \nu p_{m} \cdot\left[\left\{\operatorname{meth}_{1} \Rightarrow T_{1}, \ldots, \operatorname{meth}_{n} \Rightarrow T_{n}\right\} / o b j\right] M
\end{aligned}
$$

This does what we wanted, the scope of the labels being now external to obj. We define a context $C$ with one hole, where one screen and two points are created.

$$
C \square=\text { screen; point; point; } \lambda\{p 1, p 2, s 1\} . \square
$$

Once our objects created, we use them by composing methods from different objects. We first initialize our objects, then move the point, plot it on the screen, and suppress its object.

$$
\begin{aligned}
& e_{1}=(0,0) \cdot(p 1) \cdot \# i n i t ;(3,4) \cdot(p 2) \cdot \# \text { init } ;(1) \cdot(s 1) \cdot \# \text { init } \\
& C\left[e_{1}\right] \stackrel{*}{\rightarrow} \nu s x_{1} y_{1} x_{2} y_{2} \cdot\left\{x_{1} \Rightarrow 0, y_{1} \Rightarrow 0, x_{2} \Rightarrow 3, y_{2} \Rightarrow 4, s \Rightarrow 1\right\} \\
& e_{2}=e_{1} ;(10,15) \cdot(p 1) \cdot \# \text { move } \\
& C\left[e_{2}\right] \stackrel{*}{\rightarrow} \nu s x_{1} y_{1} x_{2} y_{2} \cdot\left\{x_{1} \Rightarrow 10, y_{1} \Rightarrow 15, x_{2} \Rightarrow 3, y_{2} \rightarrow 4, s \Rightarrow 1\right\} \\
& e_{3}=e_{2} ;(s 1) \cdot(p 1) \cdot \# p l o t \\
& C\left[e_{3}\right] \stackrel{*}{\rightarrow} C^{\prime}\left[\left\{x_{1} \Rightarrow 10, y_{1} \Rightarrow 15, x_{2} \Rightarrow 3, y_{2} \rightarrow 4, s \Rightarrow 1\right\} \cdot(10,15) \cdot(s 1) \cdot \# p l o t\right]
\end{aligned}
$$

where $C^{\prime}$ is the normal version of $C$.

$$
\begin{aligned}
& e_{4}=e_{3} ;(p 1) . \# d e l \\
& C\left[e_{4}\right] \xrightarrow{*} \nu s x_{1} y_{1} x_{2} y_{2} \cdot\left\{x_{2} \Rightarrow 3, y_{2} \Rightarrow 4, s \Rightarrow 1\right\}
\end{aligned}
$$

## Security vs. interactivity

We have given here a practical approach, but it lacks security. Objects are only accessible from their methods, but since init and del are accessible from anywhere in a calculation, we may well try to use a method on an object not yet initialized, or already destroyed, or even create more than one state for the same object (labels).

In a robust scheme, the definition of the labels should have the same locality as the object, that is all object should be defined locally to a calculation, being initialized at its beginning and destroyed at its end, with no initialization nor destruction method accessible during this calculation, nor explicit access to its label.

In this last scheme we create and initialize simultaneously an object, and a prototypes is transformations of the form:

$$
\begin{aligned}
\text { proto }= & \lambda\left\{l_{1} \Rightarrow x_{1}, \ldots\right\} \cdot \nu p_{1} \ldots . \nu p_{m} \cdot\left\{p_{1} \Rightarrow M_{1}, \ldots, p_{m} \Rightarrow M_{m}\right. \\
& \left.m e t \Rightarrow\left\{\operatorname{meth}_{1} \Rightarrow T_{1}, \ldots, \operatorname{meth}_{n} \Rightarrow T_{n}\right\}, \operatorname{del} \Rightarrow \lambda\left\{p_{1} \Rightarrow y_{1}, \ldots, p_{m} \Rightarrow y_{m}\right\} \cdot \downarrow\right\} \cdot \downarrow
\end{aligned}
$$

where $M_{i}$ 's are initialization functions.

We have a construct "let object obj = proto init-values in $T$ ", which is syntactic sugar for
init-values.proto; $\lambda\{$ met $\Rightarrow o b j, d e l \Rightarrow d e l\} .(T ; d e l)$
Now, obj is accessible only in the transformation part $T$, and gives access to methods using a scoped label for the object state. These methods should get part of the object state as input, and output the same part, eventually modified. This is only a constraint on the use of the scoped labels. Such a scheme gives perfect encapsulation and robustness, object states being accessible only through their methods, and having exactly the same locality.

Nonetheless, in an interactive environment for instance, one may want to define an object globally, or with a less rigid locality. In this case we must allow initialization and destruction methods, letting the user control the object's existence by himself, the methods being possibly by a "let object objname = prototypename" command at toplevel, like above. We lose in security, since we may try accessing to an object already destroyed, or still not created. More dangerous, we may create more than one instance of the same object, with same name and same state label. But at the same time it is a powerful way of interactive control: we may locally change the state accessed by an object, initializing it once more, and after that recover the original state, by destroying this temporary state. And this while keeping the same identity.

## Chapter 8

## Symmetric Transformations

Currying, by allowing the use of mutiple arguments whereas the result must be single, makes the $\lambda$-calculus asymmetrical. The symmetry of types, with respect to the arrow, is only superficial, since $\alpha \rightarrow \beta \rightarrow \gamma$ is in fact equivalent to $(\alpha \times \beta) \rightarrow \gamma$.

A first way to correct this has been categorical formulation of the $\lambda$-calculus, with, for instance, categorical combinators [Cur93]. By allowing products, we recover symmetry for types. We proposed another way to do that, allowing a stronger form of currying (of both input and output) with the transformation calculus [Gar94]. Again, types are symmetrical. On a different ground, the symmetrical $\lambda$-calculus [Fil89] is about semantical duality between values and continuations.

However, this does nothing about another asymmetry of $\lambda$-calculus, that of syntax. While application takes two terms, abstraction takes one variable and one term. Why not allow terms everywhere? For this we first need to distinguish the scoping and binding roles of $\lambda$-abstraction, and have a new, bidirectional view on the calculus.

### 8.1 Logical version

In this first version we work with a system of logical relations, where $\beta$-reduction acts as unification.

### 8.1.1 Grammar

Our terms are defined by the following grammar

| $l$ | $::=$ | $p n$ | label |
| :--- | ---: | :--- | :--- |
| $M$ | $::=$ | $x$ | variable |
|  | $\mid$ | $\{l \Rightarrow M, \ldots\}$ | stream |
|  |  | $M ; M$ | composition |
|  | $\bar{M}$ | conjugation |  |
|  | $M \mid M$ | disjunction |  |
|  |  | $\forall x . M$ | scoping |
|  |  | $M / M$ | constraint |
|  |  | $\perp$ | failure |

A number of things may look surprising in this definition. First, the absence of application. In fact we replace it by composition: application itself is intrinsically asymmetric. Similarly, in a logical context we can reduce abstraction to scoping.

Last, conjugation is the new operation which reverses the syntactical direction of a term. To have a $\beta$-reduction, we need to compose terms with different directions.

The constraint constructor is specific to the logical version. It is made necessary by the global effect of term reduction. That is, reducing a subterm may unify variables appearing out of it. If we delete this subterm, we may loose confluence. By this construct, we leave unevaluated subterms in the term. In $M / N$, the "real" term is $M$ and the constraint one is $N$.

### 8.1.2 Structural rules

We have a number of structural equalities on our terms. They can be divided in four groups, according to which construct they deal with. Composition, Conjugation and Scoping are common to the functional version, but Disjunction and Constraint are only logical.

- Composition

$$
\begin{array}{ll}
R=R_{1} \cdot R_{2} \Rightarrow R \equiv R_{2} ; R_{1} & \text { concatenation } \\
M_{1} ;\left(M_{2} ; M_{3}\right) \equiv\left(M_{1} ; M_{2}\right) ; M_{3} & \text { associativity } \\
M ;\{ \} \equiv\{ \} ; M \equiv M & \text { neutral } \\
\left\{l \Rightarrow M_{1}\right\} ;\left\{\overline{l \Rightarrow M_{2}}\right\} \equiv\left\{l \Rightarrow M_{2}\right\} ;\left\{\overline{l \Rightarrow M_{1}}\right\} & \text { symmetry } \\
\left\{l_{1} \Rightarrow M_{1}\right\} ;\left\{\overline{l_{2} \Rightarrow M_{2}}\right\} \equiv\left\{\overline{\psi_{l_{1}}\left(l_{2}\right) \Rightarrow M_{2}}\right\} ;\left\{\psi_{l_{2}}\left(l_{1}\right) \Rightarrow M_{1}\right\} & \text { transparency }\left(l_{1} \neq l_{2}\right)
\end{array}
$$

- Conjugation

$$
\begin{array}{ll}
\overline{\}} \equiv\} & \overline{M_{1} ; M_{2}} \equiv \overline{M_{2}} ; \overline{M_{1}} \\
\overline{\bar{M}} \equiv M & \{l \Rightarrow M\} ;\{\overline{l \Rightarrow N}\} \equiv\{l \Rightarrow \bar{M}\} ;\{\overline{l \Rightarrow \bar{N}}\} \quad \text { duality }
\end{array}
$$

Concatenation introduces the monoidal structure of streams into the calculus. If we work with tuples, this becomes:

$$
\left(M_{1}, \ldots, M_{n}\right) \equiv\left(M_{k+1}, \ldots, M_{n}\right) ;\left(M_{1}, \ldots, M_{k}\right)
$$

The inversion comes from the fact we use the "flowing" composition ";", by opposition to the backwards one "o". Looking from the right, the right tuple comes before the left one.

Transparency extends this structure to differently oriented terms. A label is "transparent" to different labels coming in the opposite direction. $\psi$ is defined on streams as the reverse shifting function, that is $\left\{l_{1} \Rightarrow M_{1}\right\} \cdot\left\{\psi_{l_{1}}\left(l_{2}\right) \Rightarrow M_{2}\right\}=\left\{l_{1} \Rightarrow M_{1}, l_{2} \Rightarrow M_{2}\right\}$. As a result,

$$
\begin{aligned}
& \left\{l_{1} \Rightarrow M_{1}, l_{2} \Rightarrow M_{2}^{\prime}\right\} ;\left\{\overline{l_{1} \Rightarrow M_{1}^{\prime}, l_{2} \Rightarrow M_{2}}\right\} \\
& \quad \equiv\left\{\psi_{l_{1}}\left(l_{2}\right) \Rightarrow M_{2}^{\prime}\right\} ;\left\{l_{1} \Rightarrow M_{1}\right\} ;\left\{\overline{l_{2} \Rightarrow M_{2}}\right\} ;\left\{\overline{\psi_{l_{2}}\left(l_{1}\right) \Rightarrow M_{1}^{\prime}}\right\} \\
& \quad \equiv\left\{\psi_{l_{1}}\left(l_{2}\right) \Rightarrow M_{2}^{\prime}\right\} ;\left\{\overline{\psi_{l_{1}}\left(l_{2}\right) \Rightarrow M_{2}}\right\} ;\left\{\psi_{l_{2}}\left(l_{1}\right) \Rightarrow M_{1}\right\} ;\left\{\overline{\psi_{l_{2}}}\left(l_{1}\right) \Rightarrow M_{1}^{\prime}\right\}
\end{aligned}
$$

which explains the equality, the same that appears in the transformation calculus.
Associativity, along with equalities for conjugation and quantification are straightforward (just notice the inversion in $\overline{M_{1} ; M_{2}} \equiv \overline{M_{2}} ; \overline{M_{1}}$ ).

Symmetry and duality are more related to the fact they apply on redexes than to composition or conjugation: unification is the same in both directions, and unifying conjugates is the same as unifying originals.

- Disjunction

$$
\begin{array}{ll}
\overline{M_{1} \mid M_{2}} \equiv \overline{M_{1}} \mid \overline{M_{2}} & \\
M_{1} ;\left(M_{2} \mid M_{3}\right) \equiv M_{1} ; M_{2} \mid M_{1} ; M_{3} & \left(M_{1} \mid M_{2}\right) ; M_{3} \equiv M_{1} ; M_{3} \mid M_{2} ; M_{3} \\
M_{1}\left|M_{2} \equiv M_{2}\right| M_{1} & \left(M_{1} \mid M_{2}\right)\left|M_{3} \equiv M_{1}\right|\left(M_{2} \mid M_{3}\right)
\end{array}
$$

- Guantification

$$
\begin{array}{ll}
\forall x \cdot \forall y \cdot M \equiv \forall y \cdot \forall x \cdot M & \\
\forall x \cdot M \equiv M & x \notin F V(M) \\
\left(\forall x \cdot M_{1}\right) ; M_{2} \equiv \forall x \cdot\left(M_{1} ; M_{2}\right) & x \notin F V\left(M_{2}\right) \\
M_{1} ;\left(\forall x \cdot M_{2}\right) \equiv \forall x \cdot\left(M_{1} ; M_{2}\right) & x \notin F V\left(M_{1}\right) \\
\left(\forall x \cdot M_{1}\right) \mid M_{2} \equiv \forall x \cdot\left(M_{1} \mid M_{2}\right) & x \notin F V\left(M_{2}\right) \\
M_{1} \mid\left(\forall x \cdot M_{2}\right) \equiv \forall x \cdot\left(M_{1} M_{2}\right) & x \notin F V\left(M_{1}\right) \\
\forall x \cdot M \equiv \forall x \cdot M & \\
\forall x \cdot M \equiv \forall y \cdot[x / y] M & y \notin F V(M)
\end{array}
$$

Disjunction creates two worlds, one with its left side, and one with its right side, while quantification simply scopes variables. They have in common that they cannot get out of the stream they are in: this is how we preserve their locality.

- Constraints

$$
\begin{array}{ll}
\left(M_{1} / M_{2}\right) / M_{3} \equiv M_{1} /\left(M_{2} / M_{3}\right) & M_{1} / M_{2} / M_{3} \equiv M_{1} / M_{3} / M_{2} \\
M / x \equiv M & M /\{ \} \equiv M \\
M /\left(\left\{\overline{l_{1} \Rightarrow M_{1}, \ldots, l_{k} \Rightarrow M_{k}}\right\} ;\left\{l_{k+1} \Rightarrow M_{k+1}, \ldots, l_{n} \Rightarrow M_{n}\right\}\right) \equiv M / M_{1} / \ldots / M_{n} \\
M_{1} / M_{2} ; M_{3} \equiv\left(M_{1} ; M_{3}\right) / M_{2} & M_{1} ; M_{2} / M_{3} \equiv\left(M_{1} ; M_{2}\right) / M_{3} \\
M_{1} /\left(M_{2} \mid M_{3}\right) \equiv M_{1} / M_{2} \mid M_{1} / M_{3} & \left(M_{1} \mid M_{2}\right) / M_{3} \equiv M_{1} / M_{3} \mid M_{2} / M_{3} \\
M_{1} / \overline{M_{2}} \equiv M_{1} / M_{2} & \left\{l \Rightarrow M_{1} / M_{2}\right\} \equiv\left\{l \Rightarrow M_{1}\right\} / M_{2} \\
\forall x \cdot M_{1} / M_{2} \equiv\left(\forall x \cdot M_{1}\right) / M_{2}\left(x \notin M_{2}\right) & \forall x \cdot M_{1} / M_{2} \equiv M_{1} /\left(\forall x . M_{2}\right)\left(x \notin M_{1}\right)
\end{array}
$$

For this last construct, the equations are numerous, but they only express that a constraint may go anywhere in the scope of the variables it contains, as long it does not cross a disjunction, and may loose its term structure out of potential redexes. Some of the equations are redundant; but it is clearer to have them.

The second row are the two base cases where a constraint may simply disappear. By these rules any constraint containing no potential redexes when not quantified may disappear. However we do not analyze cases like $M / \forall x .(x ; x)$ (unreducible constraint) for the sake of simplicity.

Definition 8.1 (first-level stable) A term is first-level stable if it can be put in the form

$$
\forall x_{1} \ldots x_{n} \cdot\left(\{\overline{l \Rightarrow M, \ldots}\} ;\left\{l^{\prime} \Rightarrow M^{\prime}, \ldots\right\}\right) .
$$

That is, no first-level redexes, nor variables, nor constraints, nor external quantifiers.

### 8.1.3 Reduction rules

We only present here a very weak reduction system, but it is sound.

$$
\beta \quad \frac{\forall x \cdot C[\{l \Rightarrow x\} ;\{\overline{l \Rightarrow M}\}]}{C[\} / M][x \backslash M]}(x \notin F V(M))
$$

$C$ should not contain a disjunction on the way to its hole.

$$
\begin{aligned}
& \text { Match } \quad \frac{\left\{l \Rightarrow\left\{\overline{l_{i} \Rightarrow M_{i}}\right\}_{1}^{k} ;\left\{l_{i} \Rightarrow M_{i}\right\}_{k+1}^{n}\right\} ;\left\{\overline{\left.l \Rightarrow\left\{\overline{l_{i} \Rightarrow M_{i}}\right\}_{1}^{k} ;\left\{l_{i} \Rightarrow M_{i}\right\}_{k+1}^{n}\right\}}\right.}{\left\} /\left(\left\{l_{i} \Rightarrow M_{i}\right\}_{1}^{n} ;\left\{\overline{l_{i} \Rightarrow N_{i}}\right\}_{1}^{n}\right.\right.} \\
& \text { Id } \quad \frac{\{l \Rightarrow M\} ;\{\overline{l \Rightarrow M}\}}{\} / M}
\end{aligned}
$$

Mismatch $\frac{\left\{l \Rightarrow \forall x_{1} \ldots x_{m} \cdot M\right\} ;\left\{\overline{l \Rightarrow \forall x_{1}^{\prime} \ldots x_{m}^{\prime} \cdot N}\right\}}{\perp}(*)$
${ }^{(*)}$ Only when M and N are first-level stable without external quantifiers, and Match fails on $\{l \Rightarrow M\} ;\{\overline{l \Rightarrow N}\}$.

Failure

$$
\begin{array}{lll}
\{l \Rightarrow \perp\} \rightarrow \perp & \perp ; M \rightarrow \perp & M ; \perp \rightarrow \perp \\
o v \perp \rightarrow \perp & \forall x . \perp \rightarrow \perp & M \mid \perp \rightarrow M \\
\perp / M \rightarrow \perp & M / \perp \rightarrow \perp &
\end{array}
$$

$\beta$ gets its name from its role similar to $\beta$-reduction. We keep $M$ as a constraint for the case $x$ should not appear in the context $C$. Match decomposes terms for unification. Id suppresses redundant redexes, while keeping the original $M$ for its possible internal redexes.

Last, Mismatch and Failure makes inconsistent terms end into error. The only way to recover from an error is through a disjunction.

These rules are very weak in that failure happens only on non-quantified terms: we do not try to unify functions. But the lambda-calculus is included, and we expect to have a confluent calculus, which is our main goal for this very simple version.

Conjecture 8.1 The Church-Rosser Property holds in the logical symmetric transformation calculus.

Everything was done for it to hold, but the numerous structural equivalences makes the problem complex.

Example 8.1 (reduction) We encode here a $\lambda$-calculus function, but in a bidirectional way.

$$
\begin{gathered}
\{a \Rightarrow 1, f \Rightarrow \forall x .\{r \Rightarrow x+1, v \Rightarrow x\}\} ; \forall x .(\{\overline{a \Rightarrow x}\} ;\{v \Rightarrow x\}) ; \forall x \cdot(\{\overline{f \Rightarrow x}\} ; \bar{x}) \\
\downarrow \\
\{f \Rightarrow \forall x .\{r \Rightarrow x+1, v \Rightarrow x\}, v \Rightarrow 1\} ; \forall x \cdot(\{\overline{f \Rightarrow x}\} ; \bar{x}) \\
\{v \Rightarrow 1\} ; \forall x .\left\{\frac{\downarrow}{r \Rightarrow x+1, v \Rightarrow x}\right\} \\
\left\{\frac{\downarrow}{r \Rightarrow 2}\right\}
\end{gathered}
$$

### 8.1.4 Lambda calculus

The lambda-calculus is trivially encoded in this system by the following translation:

$$
\begin{aligned}
T(x) & =x \\
T(\lambda x \cdot M) & =\forall x \cdot(\{\overline{l \Rightarrow x}\} ; T(M)) \\
T(M N) & =\{l \Rightarrow T(N)\} ; T(M)
\end{aligned}
$$

In fact, this encoding of $\lambda$-calculus is very similar to that into the transformation calculus, which can itself be encoded into this calculus by just adding quantifiers were necessary.

We can easily show that this properly encodes the reductions of the call by value $\lambda$-calculus: since all substitutions are done with normal forms, we never get any constraints.

Since other strategies may introduce unnormalizable constraints, we must suppress constraints in our translation back, and ignore reduction on constraints, in order to identify reductions in our calculus with reductions in the lambda-calculus. This is not a problem, since constraints generated by $\lambda$-terms do not modify their free variables anyway.

### 8.1.5 Types

Here is a type system for this first version. Of course we have nothing like Curry-Howard isomorphism, since terms are not semantically directed. However types reproduce the syntactical orientation.

## Grammar

Types are defined as follows. The bidirectional arrow recalls that we do not know in which direction data flows.

$$
\begin{array}{ccll}
u & ::=u_{1}\left|u_{2}\right| \ldots & & \text { base types } \\
r & ::=\{l \Rightarrow t, \ldots\} & & \text { stream types } \\
w & ::=u \mid r & & \text { data types } \\
t & ::=w \leftrightarrow w & & \text { types }
\end{array}
$$

We modify slightly the calculus for the use of types.

$$
M::=\ldots|\forall x: t . M| \ldots
$$

## Deduction rules

Typings defined here are very similar to those for the simply typed transformation calculus, but for the conjugation rule, which make the specificity of this calculus.

| Variable | $\Gamma[x \mapsto \tau \vdash \vdash x: \tau$ |
| :--- | :--- |
| Stream | $\frac{\Gamma \vdash M_{i}: \tau_{i} \quad \forall i \in[1, n]}{\Gamma \vdash\left\{l_{i} \Rightarrow M_{i}\right\}_{1}^{n}:\{ \} \leftrightarrow\left\{l_{i} \Rightarrow \tau_{i}\right\}_{1}^{n}}$ |
| Conjugation | $\frac{\Gamma \vdash M: w \leftrightarrow w^{\prime}}{\Gamma \vdash \bar{M}: w^{\prime} \leftrightarrow w}$ |
| Composition | $\frac{\Gamma \vdash M_{1}: w_{1} \leftrightarrow w \quad \Gamma \vdash M_{2}: w \leftrightarrow w_{2}}{\Gamma \vdash M_{1} ; M_{2}: w_{1} \leftrightarrow w_{2}}$ |
| Disjunction | $\frac{\Gamma \vdash M_{1}: w \leftrightarrow w^{\prime} \quad \Gamma \vdash M_{2}: w \leftrightarrow w^{\prime}}{\Gamma \vdash M_{1} \mid M_{2}: w \leftrightarrow w^{\prime}}$ |
| New | $\frac{\Gamma[x \mapsto \theta] \vdash M: \tau}{\Gamma \vdash \forall x: \theta \cdot M: \tau}$ |
| Subtype | $\frac{\Gamma \vdash M: r_{1} \leftrightarrow r_{2}}{\Gamma \vdash M: r_{1} \cdot r \leftrightarrow r_{2} \cdot r}$ |
| Constraint | $\frac{\Gamma \vdash M: \tau}{\Gamma \vdash M / N: \tau} \quad \Gamma \vdash N: \theta$ |
| Failure | $\Gamma \vdash \perp: \tau$ |

Proposition 8.1 The Subject Reduction Property holds.

PROOF This is trivially true for reductions, once understood the behaviour of streams: only terms of same type are substituted, and reductions are always on null types $(\vdash\}$ : $\} \leftrightarrow\}$ ).

We must then verify all structural rules are longer to verify, but they work.

Proposition 8.2 Well typed terms containing no $\perp$ do not reduce into failure.
PROOF The only case of failure is structural inconsistency, and it is recognized by the type system.

The last property comes from the fact we did not introduce typed constants into the calculus. With only variables, two identically typed terms are either unifiable or blocking (i.e. potential redex, but not immediately reducible).

### 8.1.6 Denotational semantics

The denotational semantics of the simply typed symmetric transformation calculus is very similar to that of the transformation calculus, once we replace functions by binary relations.

Definition 8.2 (model) A model of the logical symmetric transformation calculus is a pair $(\mathcal{A}, \llbracket-\rrbracket)$ with $\mathcal{A}$ a set of values, and $(M, \rho) \mapsto \llbracket M \rrbracket_{\rho}: \Lambda_{L} \times \mathcal{A}^{\mathcal{V}} \rightarrow \mathcal{A}$ ( $\Lambda_{L}$ the set of our terms) a translation from a simply typed term $M$ and an environment $\rho\left(F V(M) \subset \mathcal{D}_{\rho}\right)$ into our model satisfying the axioms

$$
\begin{aligned}
M \equiv N & \Rightarrow \llbracket M \rrbracket_{\rho}=\llbracket N \rrbracket_{\rho}, \\
M \rightarrow N & \Rightarrow \llbracket M \rrbracket_{\rho}=\llbracket N \rrbracket_{\rho}, \\
\rho(x)=a & \Rightarrow \llbracket x \rrbracket_{\rho}=a .
\end{aligned}
$$

We define our model $\mathcal{A}=\bigcup_{\tau \in T} \mathcal{A}^{\tau}$ by closure of the following procedure. We note $\mathcal{P}(S)$ the set of the parts of $S:\{s \mid s \subset S\}$.

1. For $u \in U$ (base type), $A^{u}$ is given.
2. $T_{0}=\left\{w \leftrightarrow w^{\prime} \mid w, w^{\prime} \in U \cup\{\{ \}\}\right\}$
3. Values of level $n$ are defined by $\mathcal{A}_{n}=\bigcup_{\tau \in T_{n}} \mathcal{A}^{\tau}$ where

$$
\mathcal{A}^{w \leftarrow w^{\prime}}=\mathcal{P}\left(A^{w} \times A^{w^{\prime}}\right)
$$

4. Streams values of level $n$ are in $S_{n}=\bigcup_{r \in \mathcal{S}\left(T_{n}\right)} A^{r}$, where ${ }^{1}$

$$
A^{\left\{l_{\xi} \Rightarrow \tau_{i}\right\}_{i=1}^{m}}=\bigcup_{a_{1} \in \mathcal{A}^{\tau_{1}} \backslash\{\emptyset\}} \ldots \bigcup_{a_{m} \in \mathcal{A}^{\tau_{m}} \backslash\{\emptyset\}}\left\{l_{1} \Rightarrow a_{1}, \ldots, l_{m} \Rightarrow a_{m}\right\}
$$

5. Types of level $n+1$ are defined by

$$
T_{n+1}=T_{n} \cup\left\{w \leftrightarrow w^{\prime} \mid w, w^{\prime} \in \mathcal{S}\left(T_{n}\right) \cup T_{0}\right\}
$$

6. $\mathcal{A}=\lim _{n \rightarrow \infty} \mathcal{A}_{n}$

[^12]\[

$$
\begin{aligned}
& \begin{array}{lll}
\llbracket x \rrbracket_{\rho} & =\rho(x) & \text { if } \exists i, \llbracket M_{i} \rrbracket_{\rho}=\emptyset \\
\llbracket\left\{l_{i} \Rightarrow M_{i}\right\}_{i=1}^{n} \rrbracket_{\rho} & = \begin{cases}\emptyset & \\
\left\{\left(\{ \},\left\{l_{i} \Rightarrow \llbracket M_{i} \rrbracket_{\rho}\right\}_{i=1}^{n}\right)\right\} & \text { otherwise }\end{cases}
\end{array} \\
& \llbracket M ; N \rrbracket_{\rho} \quad=\llbracket M \rrbracket_{\rho} ; \llbracket N \rrbracket_{\rho} \\
& \llbracket \bar{M} \rrbracket_{\rho} \quad=\left\{(x, y) \mid y \llbracket M \rrbracket_{\rho} x\right\} \\
& \llbracket M \mid N \rrbracket_{\rho} \quad=\llbracket M \rrbracket_{\rho} \cup \llbracket N \rrbracket_{\rho} \\
& \llbracket \forall x: \tau \cdot M \rrbracket_{\rho} \quad=\bigcup_{a \in \mathcal{A}^{\tau}} \llbracket M \rrbracket_{\rho[x \mapsto a]} \\
& \llbracket M / N \rrbracket_{\rho} \quad= \begin{cases}\emptyset & \text { if } \llbracket N \rrbracket_{\rho}=\emptyset \\
\llbracket M \rrbracket_{\rho} & \text { otherwise }\end{cases} \\
& \llbracket \perp \rrbracket_{\rho} \quad=\emptyset
\end{aligned}
$$
\]

Figure 8.1: Semantic function of the simply typed relational transformation calculus
$\mathcal{A}$ is well-defined, since for any $\tau$ there exists $n$ such that $\tau \in T_{n}$ and then $\mathcal{A}^{\tau} \subset \mathcal{A}_{n}$.
Be careful that now, we cannot identify the values (constants or streams) of $A^{w}$ with the relations of $\mathcal{A}^{\{ \} \mapsto w}$, since the latter is isomorphic to $\mathcal{P}\left(A^{w}\right)$.

We have four operations on the values of this model, concatenation (the usual one, limited to streams), extension (limited to transformations), composition and disjunction (of two compatible objects).

Since concatenation of two streams was already defined, we go directly to extension. This is the operation by which a value in $\mathcal{A}^{r_{1} \oplus r_{2}}$ gets canonically extended into a value of $\mathcal{A}^{\left(r_{1} \cdot r\right) \leftrightarrow\left(r_{2} \cdot r\right)}$. If $f$ is in $\mathcal{A}^{r_{1} \dashv r_{2}}$ then $f * r$, the $r$-extension of $f$ is defined as:

$$
f * r=\left\{(x \cdot z, y \cdot z) \in A^{r_{1} \cdot r} \times A^{r_{2} \cdot r} \mid x f y, z \in A^{r}\right\}
$$

Composition is the composition of binary relations. For two objects $f$ and $g$ respectively in $\mathcal{A}^{w_{1} \hookleftarrow w}$ and $\mathcal{A}^{w \rightarrow w_{2}}$,

$$
f ; g=\left\{(x, y) \in A^{w_{1}} \times A^{w_{2}} \mid\left(\exists z \in \mathcal{A}^{w}\right) x f z \wedge z g y\right\}
$$

Disjunction is the union of two relations. For $f$ and $g$ in $\mathcal{A}^{w \mapsto w^{\prime}}$,

$$
f \cup g=\left\{(x, y) \in A^{w} \times A^{w^{\prime}} \mid x f y \vee x g y\right\}
$$

Like for the transformation calculus, we consider our model modulo extension. We introduce the equivalence $f=* f * r$, and modulo this equivalence, $\mathcal{A}^{s_{1} \leftrightarrow s_{2}}$ now includes all $\mathcal{A}^{r_{1} \hookleftarrow r_{2}}$ such that for some $r, r_{1} \cdot r=s_{1}$ and $r_{2} \cdot r=s_{2}$.

We define $\mathcal{A}_{*}$ as $\mathcal{A}_{/=*}$, and $\mathcal{A}_{*}^{\tau}$ as the sets of all classes containing an element of $\mathcal{A}^{\top}$.
Again, composition and disjunction are coherent with this equivalence: $(f ; g) * r=$ $f * r ; g * r$ and $(f \cup g) * r=f * r \cup g * r$.

Finally we define the translation $(M, \rho) \mapsto \llbracket M \rrbracket_{\rho}: \Lambda_{T} \times \mathcal{A}_{*}^{\mathcal{V}} \rightarrow \mathcal{A}_{\star}$, from a simply typed term $M$ and an environment $\rho\left(F V(M) \subset \mathcal{D}_{\rho}\right)$ into our $\operatorname{model}^{2}$ in figure 8.1.

Proposition $8.3\left(\mathcal{A}_{*}, \mathbb{L} \mathbb{-} \mathbb{Z}_{-}\right)$is a model of the simply typed relational transformation calculus.

PROOF We must prove that our three axioms are verified.

- $\equiv$ : the proof is direct for each basic equivalence.

[^13]- $\beta$ : by hypothesis we have $\llbracket x \rrbracket_{\rho}=\llbracket M \rrbracket_{\rho}$, and this is valid for any occurence of $x$, since it was verified for a context with no disjunction on the path.
- Match,Id: by hypothesis.
- Mismatch: does not happen in a typed context without constants. By hypothesis in the presence of constants.
- Failure: by the structure of the model.


### 8.2 Functional version

Since the logical version already encodes the $\lambda$-calculus, one could wonder about the necessity of a functional one. One first answer is that, when computing, it is often more practical to have a functional view of things, knowing how the data flows, than a logical one, knowing only about constraints on it. Mode analysis in logic programming is an example of that. Moreover, if we see symmetrical transformations as a way to study syntactical properties of inversion, this is a tool allowing us to see the orientation of the data flows in communicating relations.

### 8.2.1 Syntax

We limit ourselves to use single variables as input, and full expressions as output.

$$
M::=x|\underline{x}|\{l \Rightarrow M, \ldots\}|M ; M| \bar{M} \mid \forall x . M
$$

The novelty is $\underline{x}$, which is a binder. More generally we call the operation $\cdot$ inversion. We note $F B(M)$ the set of free binders in $M$. By definition $F B(M) \subset F V(M)$.

We do not use disjunction neither failure, since this time we are in a purely functional calculus.

Integrity condition. The above grammar defines pre-terms. Actual symmetric terms are those for which each binder does not appear free, and appears exactly once bound, for each quantifier.

## Structural rules

Same as in paragraph 8.1.2, excepting those about disjunction and constraints, which become unnecessary.

## Reduction rules

There are only two of them: $\beta$-reduction and failure.

$$
\begin{array}{ll}
\beta & \frac{\forall x \cdot C[\{l \Rightarrow \underline{x}\} ;\{\overline{l \Rightarrow M}\}]}{C[\}][x \backslash M]}(x \notin F V(M)) \\
\text { Fail } & \frac{\left\{l \Rightarrow M_{1}\right\} ;\left\{\overline{l \Rightarrow M_{2}}\right\}}{\perp}(*)
\end{array}
$$

(*) where $M_{1}$ and $M_{2}$ are variables or first-level stable terms. Remark that failure is stronger here: structural matching is not allowed.

To keep confluence, failure is only generalized through composition, but not out of streams. Again, the Church-Rosser property is conjectured to hold, and $\lambda$-calculus is trivially encoded, modifying just the second definition (cf. 8.1.4):

$$
T(\lambda x . M)=\forall x \cdot(\{\overline{l \Rightarrow \underline{x}}\} ; T(M))
$$

Example 8.2 (reduction) We simply rewrite our previous example in the functional syntax.

$$
\begin{array}{cc} 
& \{a \Rightarrow 1, f \Rightarrow \forall x \cdot\{r \Rightarrow x+1, v \Rightarrow \underline{x}\}\} ; \forall x \cdot(\{\overline{a \Rightarrow \underline{x}}\} ;\{v \Rightarrow x\}) ; \forall x .(\{\overline{f \Rightarrow \underline{x}}\} ; \bar{x}) \\
\rightarrow & \{f \Rightarrow \forall x \cdot\{r \Rightarrow x+1, v \Rightarrow \underline{x}\}, v \Rightarrow 1\} ; \forall x .(\{\overline{f \Rightarrow} \underline{x}\} ; \bar{x}) \\
\rightarrow & \{v \Rightarrow 1\} ; \forall x .\{r \Rightarrow x+1, v \Rightarrow \underline{x}\} \\
\rightarrow & \{\overline{r \Rightarrow 2}\}
\end{array}
$$

### 8.2.2 Typed functional relations

We can extend the original type system in the following way.
We extend only relation types:

$$
t::=w \leftrightarrow w^{\prime} \mid \underline{t} \quad \text { with the equivalence } \underline{\underline{\tau}}=\tau
$$

Quantification is always done on "positive" types:

$$
M::=\ldots \mid \forall x: w \leftrightarrow w^{\prime} \cdot M
$$

Now, we just need to modify Composition,

$$
\text { Composition } \frac{\Gamma \vdash M_{1}: w_{1} \leftrightarrow\left\{l_{i} \Rightarrow \tau_{i}\right\}_{i=1}^{n} \quad \Gamma \vdash M_{2}:\left\{l_{i} \Rightarrow \underline{\tau_{i}}\right\}_{i=1}^{n} \leftrightarrow w_{2}}{\Gamma \vdash M_{1} ; M_{2}: w_{1} \leftrightarrow w_{2}}
$$

and add a new rule for input variables,
Variable’ $\quad \Gamma[x \mapsto \tau] \vdash \underline{x}: \underline{\tau}$
Proposition 8.4 The simply typed functional calculus satisfies the subject reduction property.

PROOF Follows Proposition 8.1 by checking the new cases.
The interesting property of this new type system is that it lets one distinguish input from output: in a model, if we fix all inputs, then outputs are uniquely determined. On the other hand, we are not in a functional type system, so that it is not clear on which inputs depend outputs.

### 8.2.3 Generalized inversion

We define inversion on terms by:

$$
\begin{array}{llll}
\underline{\{l \Rightarrow M\}} & =\{l \Rightarrow \underline{M}\} & \overline{(\bar{M})} & =(\overline{(\bar{M})} \\
\underline{M_{1} ; M_{2}} & =M_{1} ; \underline{M_{2}} & \underline{M} & =\bar{M} \\
\underline{\forall x \cdot M} & =\underline{M} \cdot \underline{M} & &
\end{array}
$$

A consequence of this definition is that, if $M$ satisfies the integrity condition, and $\underline{M}$ too, then $M$ is linear.

## Definition 8.3 (linear,flat,oriented)

A term is linear when for every $x$, there appears only one $x$ and one $x$. A term is flat when it is of the form $\forall x_{1} \ldots x_{m} \cdot\left\{l_{1} \Rightarrow y_{1}, \ldots\right\} ;\left\{\overline{l_{1}^{\prime} \Rightarrow z_{1}, \ldots}\right\}$.
A term is oriented when for the same $x, x$ and $\underline{x}$ appear in conjugated streams.
A very simple result about inversion on this calculus is the following one:
Proposition 8.5 If $M$ is linear, flat and oriented, then $M ; \bar{M}$ is the identity (on its domain).

## Chapter 9

## Conclusion

The various systems presented in this thesis are an attempt to give some sort of "completeness" to the notion of Currying, by introducing commutation in it, extending it to the result, and using it on relations. In this perspective we can think that our calculi are, in some way, minimal for the properties they give.

In an early stage of the development we introduced streams, and parameterized all calculi on them. The goal of this distinction is to make clear what is the complexity of the calculus, and what is simply the complexity of stream handling. For selective $\lambda$-calculus and transformation calculus and transformation calculus, the complexity comes clearly for the stream system: chosing a simpler one, like one of those proposed in Section 2.1, is enough to make things simple. This is we think these calculi are intrinsically simple.

On the other hand, in some extensions of transformation calculus, or with symmetric transformation calculi, structural equivalences, independently of streams, become so numerous that they may look difficult to handle. However, here again we think that they are simply expressing properties of constructors, and as such are a factor of syntactic complexity, but not a semantic one, like shows the simplicity of the model for the logical symmetric transformation calculus.

We insist on this semantical simplicity to position these calculi are possible fundamental calculi for the study of various phenomena, ranging from a simpler definition of multi-argument functions to the description of state, compositional processes, or distributed computations.

### 9.1 Applications

Applications of these calculi can be found on different levels.
First, we can see selective $\lambda$-calculus as a tool for the analysis of lambda-calculus itself, like $\lambda \sigma$-calculus[ACCL91] may be. Good examples of such an use are the proofs given for Bohm's theorem or strong normalization. Encoding variables on labels, like in the second proof, and composition are enough to have explicit substitutions.

It can also play a role in functional programming, permiting a more generalized use of labeled parameters in function calls. This is a way to obtain a syntax both more concise, and more expressive. In particular, the properties of polymorphic typing permits its introduction into strongly typed curried functional languages, while improving greatly the information contained in types. Some methods of library searching using types as key may profit from this.

Other potential applications can be found in natural language analysis, where the commutation possibilities given by labels may reflect some phenomena. We are thinking
here of Montague grammars, and expect that it may avoid some ad hoc modifications made on lambda-calculus. The relation of symmetric transformations with the Lambek calculus [Kan92, Lam58] may also be interesting.

Second, we can see transformation calculus as a computational framework. The encoding of variables on labels is again interesting, since it gives a natural way to compile variables out, while keeping the abstraction given by their names. This model differs from the classical sequential model, since it makes no supposition about the structural stability of memory. It is closer to the dataflow model, a transformation taking data from its input to produce its output. We may even see it as a linear writing for dataflow programs, with facilities to hanlde states. However transformation calculus is not commited to a specific model, and the abstraction it gives should make it independent from them.

A very interesting point in the dataflow view of transformation calculus is the relation it gives between type an concurrency analysis. Essentially, the possibility of commutation between two transformations is linked with the independence of the labels they use. This is a reason why, even uncomplete, type inference is interesting.

Last, symmetric transformations give us a relational framework, in which one can encode specifications concerning distributed computation, in an higher order form. This suggests relations with concepts like concurrent object-oriented programming, where an object can both be seen as data, and as computation going on somewhere. The various. Other calculi where already proposed in this area, but ours is specific in that it supposes determinism of communication.

### 9.2 Related works

We relate selective $\lambda$-calculus and transformation calculus to existing works.

### 9.2.1 Selective $\lambda$-calculus

The idea of introducing labels in programming languages is not a new one. This has been done in two ways. The first one, that is common to nearly every modern languages, is records. It is present either explicitly, like in Pascal, C, ML, etc; or implicitly with association lists, methods... Formalization of this structure has been actively explored lately. This started with Cardelli [Car88], was later extended in a second order calculus [CW85], and resulted in a number of type inference systems to make it compatible with ML-style polymorphic type inference [Wan88, Sta88, JM88, Rem89], and a compilation method was given by Ohori in [Oho92], for an extension of $\lambda$-calculus containing labeled records.

On the other hand, the second use of labels, as keywords for parameter passing in functions, as it may be done in Common LISP [Ste84], ADA [Led81], or LIFE [AKP91], and its extension to currying, was still an unexplored field. The reason might be that it touches a more fundamental part of $\lambda$-calculus: applications and abstractions. We cannot now limit us to adding new structures to the calculus, but must attack it in its core. In fact some systems offer the same type of parameter passing possibilities without modifying the core [Lam88, ORH93], but they are based on an intuition of store, that is of bindings from names to values, which makes this a second parameterizing system, independent from application. To our knowledge, no typing system has been proposed for them.

Recently Dami proposed a system called HOP ("hierarchical objects with ports") [Dam92, Dam93, Dam94], whose basis is close to [Lam88], but has more similarities
with ours. Particularly it is based on a modification of abstraction and application mechanisms, and includes lambda-calculus in a very simple way. However it differs in that labels are limited to names, and after each application it is necessary to extract the result by a selection operation, which suppresses the problem of repeted labels at differents levels.

Finally last year Dzeng and Haynes proposed a typed reconstruction algorithm for Common Lisp style variable-arity procedures [DH94]. There again currying is absent, so that the problem is reduced to a variant of the typing of records.

### 9.2.2 Transformation calculus

Since transformation calculus only happens to be able to represent state, its origin is not to be found in this field. It is rather based on two independent threads of work. The first one is the Categorical Combinatory Logic [Cur93, Har89], in which composition and currying play a central role. The direction seems opposed: one encodes lambda-calculus into CCL (or its abstract machine version, the CAM [CCM87]), while transformation calculus extends lambda-calculus. But the intuition that algorithmicity can be found in the structures of the lambda-calculus itself is the same.

The second one is process calculi. Their use of names for communication is similar to the principle of the transformation calculus. In [Bou89], Boudol proposes the $\gamma$ calculus. The base is lambda-calculus, but applications express emissions of messages and abstractions their reception, while multiple terms can be evaluated simultaneously. Milner's $\pi$-calculus [Mi192] proceeds alike, and by labeling with names applications and abstractions, it allows the use of multiple channels. The fundamental difference with our calculus is that non-determinism of the receptor of a message make these calculi divergent, while our terms are syntactically sequenced in order to keep determinism.

A third might be Lamping's Unified Parameterization System [Lam88], which tries like us to encode state modifications into the parameter passing system. However his systems departs essentially from lambda-calculus, so that this last has to be encoded; and destructive overriding makes impossible to limit the effect of modifying variables like we do.

After these somewhat different directions, our claims makes necessary to look at the larger litterature concerning modelling of mutables in Algol, Lisp, and modern functional programming languages. Algol is the closest, since scope-free variables cannot be used out of their life area, like with Algol's stack discipline, where a variable cannot be exported out of its scope.

This subject starts with Landin's encoding of Algol 60 into the lambda calculus [Lan65]. Or rather, nothing starts, since the problem stays unsolved: "The semantics of applicative expressions can be specified formally without the recourse to a machine. [...] With imperative applicative expressions on the other hand it appears impossible to avoid specifying semantics in terms of a machine".

Later, to encompass the stack discipline, marked store models were developped [Gor79, MS76] but they had two problems: a lack of abstraction, and the existence of some pathological cases, described in [MS88], where equivalences in Algol are not provable in the model.

A first answer to this was Oles and Reynolds category-theoretic models [Ole85, Rey81]. The essential idea is to define blocks as functions that can be applied to a range of states with various shapes, but do not change their shapes. However, inside the block, state is temporarily extended with local variables. Thus, they do not appear in
its meaning. Our approach shares a lot with this view, since we syntactically "expand" and "shrink" our state when we create and delete a scope-free variable.

Another one is the Halpern-Meyer-Trakhtenbrot Store Model [HMT84, THM84], later refined by Meyer and Sieber [MS88], still based on stores, but using locally complete partial orders. It comes at last very close to full-abstraction, but fails in a $7^{\text {th }}$ example. Aknowledging the depth of the problem, Mason and Talcott even proposed an Operational Framework [MT92b, MT92a] to solve it out of denotational semantics.

Apart from this problem, there is interesting remark about the Orthogonality of assignments and procedures in Algol [WF93]. A theorem is enunciated, proving that normalization of an Algol program can be done in two phase, one using $\beta$ and copy rules, and the other a simple stack machine. We do not obtain such a result, since we do not explicitly distinguish between imperative and functional features in the transformation calculus, but we can see the same kind of behaviour, first reducing higher order functions and eliminating composition, and then reducing $\beta$-redexes of ground types.

If we go out of the Algol tradition, we can forget about the stack discipline. As a result, most systems give a formalization of references. So does the $\lambda_{v}$-S-calculus [FF87, FF89] for Scheme, and a call-by-value reduction strategy. With effect inference [GL86, LG88, TJ92], restrictions on the reduction strategy can be reduced, and, for instance, parallelism can be introduced.

Still, we feel more concerned by systems going the other way, starting without a specific reduction strategy. There are a number of them, which enforce single-threadedness of variables by various typing disciplines [GH90, PW93, SRI91, Wad90a, Wad90b]. We can see an intuitive relation between the way scope-free variables are used and linear types, but still we are not relying to typing for single-threadedness.

We actually do it in a syntactical way. In that we are very close to $\lambda_{\text {var }}$ [ORH93, CO94]. In fact, even the structures of the calculus have similarities: like us, they use the linear structure of spines to ensure single-threadedness. They have rules to propagate the values of mutable variables along the spine of a term, like does our structural equivalences for labeled arguments, and their return-elimination rule ( $($ return $N) \triangleright \lambda x . M \rightarrow(\lambda x . M) N$, $c f$. [ORH93]) can be seen as a variant of $\downarrow$-elimination $(\downarrow ; M \rightarrow M)$ including valuepassing. The essential difference is that, since we use the same mechanism for scopefree variables and value-passing, we obtain a more unified calculus. In particular, the fact they are encoding references means that they must do some kind of garbage collection (their pure construct) to convert a value obtained using mutable variables into a purely functional one. In the transformation calculus, since we explicitely delete variables, we do not need such an "impure" purifier.

### 9.3 Future works

Many problems concerning these systems are still unsolved or inexplored.
One of them is compilation. The method proposed by Ohori [Oho92] may work on typed selective $\lambda$-calculus, but transformation calculus is more complex. More generally, we would like to be able to compile these calculi in both sequential and concurrent models. For concurrent models, the object-oriented model may provide an even better basis than dataflow.

As long as typing is incomplete, there is some room left for further investigation in this direction. Particularly, the similarity in typing between transformations and their symmetrical extension makes it an interesting field of study.

We gave here some models. A more complete investigation would certainly be profitable, and open even new directions for further completeness of the calculi.

All these problem are hard enough not to expect a quick solution. But they are rich in learnings about what is currying in its full extent, and how it can connect syntax and semantics, by making easier to represent the latter in the former.

## Appendix A

## Other results

## A. 1 Applicative polymorphism

To introduce polymorphic types into transformation calculus (cf. Section 7.3), we used a technique different from the usual let-polymorphism [DM82]. We call it applicative polymorphism. Since it is quite general, we apply it here to the usual $\lambda$-calculus.

## A.1. 1 Terms and types

Terms are those of untyped $\lambda$-calculus.

$$
M::=x|\lambda x \cdot M| M M
$$

Types are the usual polymorphic ones (same as Damas-Milner).

| $u$ | $::=u_{1} \mid \ldots$ | base types |
| :--- | :--- | :--- |
| $\alpha$ | $::=\alpha_{1} \mid \ldots$ | type variables |
| $\tau$ | $::=\alpha\|u\| \tau \rightarrow \tau$ | monotypes |
| $\sigma$ | $::=\tau \mid \forall \alpha . \sigma$ | polytypes |

## A.1.2 Let polymorphism

Damas-Milner polymorphism or polymorhism a la ML.
Terms are extended with a let construct:
$M::=\ldots \mid$ let $x=M$ in $M$
Typing rules are in Figure A. 1

## Type reconstruction

A well known result about this type system is the existence of principal typings, and of a type reconstruction algorithm which gives them.

Definition A. 1 (principal) In $\Gamma \vdash M: \tau$, $\tau$ (monotype) is principal if for all $\tau^{\prime}$ (monotype) such that $\Gamma \vdash M: \tau^{\prime}$, there is a substitution on type variables $\rho$ for which $\rho(\tau)=\tau^{\prime}$. (That is, $\tau$ is more generic than $\tau^{\prime}$ ).

Theorem A. 1 There is an algorithm $\mathcal{T}$ always terminating, such that for any pair $(\Gamma, M)$ $\left(F V(M) \subset \mathcal{D}_{\Gamma}\right)$, either $\mathcal{T}(\Gamma, M)=\tau$ and $\tau$ is principal for $(\Gamma, M)$, or $\mathcal{T}(\Gamma, M)=\perp$ and $M$ is untypable under $\Gamma$.

| Var | $\Gamma[x: \sigma] \vdash x: \sigma$ |
| :--- | :--- |
| App | $\frac{\Gamma \vdash M: \theta \rightarrow \tau \quad \Gamma \vdash N: \theta}{\Gamma \vdash M N: \tau}$ |
| Abs | $\frac{\Gamma[x: \theta] \vdash M: \tau}{\Gamma \vdash \lambda x \cdot M: \theta \rightarrow \tau}$ |
| Let | $\frac{\Gamma \vdash M: \sigma \quad \Gamma[x: \sigma] \vdash N: \sigma^{\prime}}{\Gamma \vdash \operatorname{let} x=M \text { in } N: \sigma^{\prime}}$ |
| Gen | $\frac{\Gamma \vdash M: \sigma}{\Gamma \vdash M: \forall \alpha \cdot \sigma} \quad \alpha \notin \operatorname{Var}(\Gamma)$ |
| Inst | $\frac{\Gamma \vdash M: \forall \alpha \cdot \sigma}{\Gamma \vdash M: \sigma[\tau / \alpha]}$ |

Figure A.1: Inference rules for let polymorphism

## Substitution equivalence

An interesting result about this system is that one can replace all let constructs by in-place substitution, and the principal type will not change.

Proposition A. 1 If $\mathcal{T}(\Gamma . M)=\tau$ then $\mathcal{T}\left(\Gamma, M^{\prime}\right)=\tau$, where $M^{\prime}$ is obtained from $M$ by eliminating all let's with let $x=M$ in $N \longrightarrow K([M / x] N) M^{1} . \Gamma \vdash M^{\prime}: \tau$ can be proved without using Let nor Generalization.

This proposition shows that let's are doing what we expect: they introduce definitions without changing the resulting type. This is an essential difference with the usual way to do define $x$ to be $N$ in $M:(\lambda x . M) N$, which may introduce restrictions on the type ( $N$ loses its polymorphism).

## A.1.3 Applicative polymorphism

The idea here is to do the same thing, without introducing any new construct. That is, we want at least $(\lambda x . M) N$ to behave as let $x=M$ in $N$ in the Damas-Milner system, and even better if we can.

So, terms are those of the untyped $\lambda$-calculus, but we use polymorphic types.

## Typing rules

We need more rules than in the Damas-Milner, but they have some symmetries.
Inference rules are in Figure A. 2
The essential difference is in the structure of the type judgement. Together with the typing environment $\Gamma$, we have an applicative context $A$, which contains the list of the types of the terms $M$ is applied to.

$$
\Gamma, \mathrm{A} \vdash M: \sigma
$$

means that in an environment $\Gamma$, when $M$ is applied to the terms whose types are in A, the result of the application has type $\sigma$.

Of course, this system satisfies the subject reduction property.

[^14]| Var | $\Gamma[x \mapsto \sigma], \square \vdash x: \sigma$ |
| :--- | :--- |
| App | $\frac{\Gamma,[\sigma]:: \mathrm{A} \vdash M: \sigma^{\prime} \quad \Gamma, \square \vdash N: \sigma}{\Gamma, \mathrm{A} \vdash M N: \sigma^{\prime}}$ |
| Abs | $\frac{\Gamma[x \mapsto \sigma], \mathrm{A} \vdash M: \sigma^{\prime}}{\Gamma,[\sigma]:: \mathrm{A} \vdash \lambda x \cdot M: \sigma^{\prime}}$ |
| Discharge | $\frac{\Gamma, \mathrm{A}::[\theta] \vdash M: \tau}{\Gamma, \mathrm{A} \vdash M: \theta \rightarrow \tau}$ |
| Charge $\quad$ | $\frac{\Gamma, \mathrm{A} \vdash M: \theta \rightarrow \tau}{\Gamma, \mathrm{A}::[\theta] \vdash M: \tau}$ |
| Gen | $\frac{\Gamma, \mathrm{A} \vdash M: \sigma}{\Gamma, \mathrm{A} \vdash M: \forall \alpha \cdot \sigma} \quad \alpha \notin \operatorname{Var}(\Gamma) \cup \operatorname{Var}(\mathrm{A})$ |
| Inst | $\frac{\Gamma, \mathrm{A} \vdash M: \forall \alpha \cdot \sigma}{\Gamma, \mathrm{A} \vdash M: \sigma[\tau / \alpha]}$ |
| Inst' | $\frac{\Gamma,[\sigma[\tau / \alpha]]:: \mathrm{A} \vdash M: \sigma}{\Gamma,[\forall \alpha \cdot \sigma]:: \mathrm{A} \vdash M: \sigma}$ |

Figure A.2: Inference rules for applicative polymorphism

Proposition A. 2 If $\Gamma, \mathrm{A} \vdash M: \sigma$ and $M \rightarrow N$ the $\Gamma, \mathrm{A} \vdash N: \sigma$.
PROOF see the cases in Section $7.3 \square$

## Inst' elimination

In fact, we can immediately remove one rule from our system, since Inst' is redundant. We only leave it to simplify proofs of type judgements.

Proposition A. 3 If $\Gamma, \square \vdash M: \sigma$, then this can be proved without using the rule Inst'.
PROOF This comes from the fact we are using A linearly.
The only way to introduce a polymorphic type $\sigma$ in A (looking from the bottom) is through App. The only reason we may want a type in A to lose its polymorphism is with Charge. In between, we do not duplicate types in A. This means that from the beginning we did not need $\sigma$ to be polymorphic. We can change the occurence of App into

$$
\frac{\frac{\Pi}{\Gamma,[\sigma[\tau / \alpha]]:: \mathrm{A} \vdash M: \sigma^{\prime}}}{\Gamma, \mathrm{A} \vdash M N: \sigma^{\prime}} \frac{\Gamma,[\vdash N: \forall \alpha \cdot \sigma}{\Gamma,[\vdash N: \sigma[\tau / \alpha]}
$$

and suppress Inst' in $\Pi$.

## Type reconstruction

Like for let-polymorphism, we have principal types and type reconstruction.
Theorem A. 2 There is an algorithm $\mathcal{T}$ always terminating, such that for any triple ( $\Gamma, \mathrm{A}, M$ ) $\left(F V(M) \subset \mathcal{D}_{\Gamma}\right)$, either $\mathcal{T}(\Gamma, \mathrm{A}, M)=\tau$ and $\tau$ is principal for $(\Gamma, \mathrm{A}, M)$, or $\mathcal{T}(\Gamma, \mathrm{A}, M)=\perp$ and $M$ is untypable under $\Gamma$.

- $\mathcal{T}\left(\Gamma[x \mapsto \sigma],\left[\sigma_{1}, \ldots, \sigma_{n}\right], x\right)=(\rho, \rho(\alpha))$
where $\rho=\operatorname{mgu}\left(\operatorname{strip}\left(\sigma_{n}\right) \rightarrow \ldots \rightarrow \operatorname{strip}\left(\sigma_{1}\right) \rightarrow \alpha=\operatorname{strip}(\sigma)\right), \alpha$ fresh.
- $\mathcal{T}(\Gamma,[\sigma]:: \mathrm{A}, \lambda x . M)=\mathcal{T}(\Gamma[x \mapsto \sigma], \mathrm{A}, M)$
- $\mathcal{T}(\Gamma,[], \lambda x . M)=(\rho, \rho(\alpha) \rightarrow \tau)$ where $(\rho, \tau)=\mathcal{T}(\Gamma[x \mapsto \alpha], \square, M), \alpha$ fresh
- $\mathcal{T}(\Gamma, \mathrm{A}, M N)=\left(\rho^{\prime} \circ \rho, \tau\right)$

$$
\text { where }\left\{\begin{array}{l}
(\rho, \theta)=\mathcal{T}(\Gamma,[, N) \\
\Gamma^{\prime}=\rho(\Gamma), \mathrm{A}^{\prime}=\rho(\mathrm{A}) \\
\left(\rho^{\prime}, \tau\right)=\mathcal{T}\left(\Gamma^{\prime},\left[\operatorname{protect}\left(\operatorname{Var}\left(\Gamma^{\prime}\right) \cup \operatorname{Var}\left(\mathrm{A}^{\prime}\right), \theta\right)\right]:: \mathrm{A}^{\prime}, M\right)
\end{array}\right.
$$

- $\operatorname{protect}(V, \theta)=\forall(V \operatorname{ar}(\theta) \backslash V) . \theta$
- $\operatorname{strip}\left(\forall \beta_{1} \cdots \beta_{n} . \tau\right)=\tau\left[\alpha_{1} \cdots \alpha_{n} / \beta_{1} \cdots \beta_{n}\right], \alpha_{i}$ fresh.

Figure A.3: Applicative type reconstruction

PROOF We use the same unification algorithm for monotypes as in the Hindley-Milner system. It is already proved to give the most general unifier of a set of monotypes.

The type reconstruction algorithm is in Figure A.3.
It does not put arbitrary constraints on types, so its result is the most generic possible.

## Substitution equivalence

The substitution equivalence we had for let-polymorphism does not stand anymore. We have no let's, so this would amount to an equivalence of typing before and after $\beta$-reduction. This is clearly false, since the term after $\beta$-reduction may have more polymorphism than before.

Example A. 1 Let us see the typing of

$$
(\lambda x \cdot x)(\lambda f . \lambda x . \lambda y . f x(f y x))(\lambda x \cdot \lambda y \cdot x) .
$$

Before reduction the principal type is (in an empty context) $\forall \alpha . \alpha \rightarrow \alpha \rightarrow \alpha$. Since $\lambda f$ is not on the same spine as $(\lambda x . \lambda y . x)$, it cannot inherit its polymorphism.

After reduction of the leftmost redex, we obtain $(\lambda f . \lambda x . \lambda y . f x(f y x))(\lambda x . \lambda y . x)$, and $f$ becomes polymorphic, which gives us the type $\forall \alpha . \forall \beta . \alpha \rightarrow \beta \rightarrow \alpha$.

## Appendix B

## FIML

FIML is an experimental programming language based on the transformation calculus. The current version, V0.4, is implemented in Caml-light via a compiler into an optimised version of transformation combinators (cf. Section 6.6), which are then interpreted. We give here the documentation and examples available by anonymous FTP at ftp://camille.is.s.u-tokyo.ac.jp/pub/fiml.

## B. 1 FIML V0. 4 Manual

Here is a short manual for the version 0.4. Contrasting with version 0.3 , you can see the new syntax, and particularly the emphasis on reverse application, and abstractionapplication mixing. Pooled references are another goodie.

## B.1.1 Installation

You can install FIML VO. 4 in two ways: using caml-light batch compiler, or the interactive toplevel. On Macintoshes, only the second option is available. Caml-light V0.5 or more is necessary.

For batch compilation, just do make in the distribution directory. You then get an executable fiml, which you can move anywhere in your execution path. Just remember that when you are loading programs into FIML, the default directory is the one you were before starting.

Using FIML on top of Caml-light's toplevel is no more complicated. Start CAML.

```
%camllight
> Caml Light version 0.6
#
```

If this is the first time you use it, compile it by loading fimlm.ml.

```
#include"fimlm";;
- : unit = ()
- : unit = ()
```

You will have some warnings for fimlfun.ml.
To load compiled code, just use fiml.ml, or fimli.ml to load from the sources, and call the fiml function.

```
        Basics
l ::= INT|IDENT|IDENT + INT labels
b ::= INT|true|false|"STRING" base values
    Patterns
x ::= IDENT|_ variable pattern
m ::= x | <l:m,\ldots\rangle|\langlel:m,\ldots|x\rangle stream
    | (cl:m\ldots)|(cl:m\ldots|x) constructors
    | (m:-l\ldots)|(m :- l... - l...) restricted labels
    | (m:t)
    Expressions
M ::= l:m,\ldots;E
C ::= b|IDENT|(E)
    | \langlel:E',\ldots.\rangle
    | \langlel:E',\ldots;E\rangle
E' ::= C| Cl:C\ldots
    | let[rec]m=E(|m=E)*inE
    | E'oE
    | /l:E',\ldots
E ::= E '|M(|M)*|E;E open expression
function case
closed expression
stream
reverse application
application
let definition
composition
stream
```

Figure B.1: Syntax of FIML expressions

```
#include"fiml";;
- : unit = ()
- : unit = ()
#fiml(); ;
Bienvenue dans FIML-light, Version 0.4 !
An interpreter by J. Garrigue, April 1994.
```

\#

If for any reason you want to go back to the CAML toplevel, use the quit function. You can go back to your original state with the fiml_top function.

```
#quit <> ; ;
A tres bientot...
- : unit = ()
#sin 1.34;;
- : float = 0.973484541695
#fiml_top () ; ;
#/973 ; ;
it : <int> = <973>
```


## B.1.2 Syntax

## Expressions

The syntax of FIML expressions is gine in figure B.1. Some abbreviations and shortcuts are admitted.

## Label abbreviations

- ' $l$ :' may be ommited when it is ' 1 '.
- ' $p$ ' is equivalent to ' $p+0$ '. (Think of it as $p 1$ if you look at chapter 3 . Then ' $p+1$ ' becomes naturally $p 2$, etc... )


## Short-cuts

- operators: +, -, *, /, **, <\#, >\#, <=, >=, ||, \&\&, =, !=, ^ , :
- lists: [A;...;D] $\rightarrow$ (cons A ...(cons D nil) ...),
- list matching: $[a ; \ldots ; d \mid t] \leftrightarrow($ cons $a \ldots(c o n s d t) \ldots)$, [a;...;d] $\rightarrow$ (cons a ...(cons d nil) ...),
- selector macro: C.p $\leftrightarrow<C$; $<1: x \mid->$; $x>$
- if-then-else: if ...then:C2 else:C3 $\leftrightarrow$ ( $\backslash$ true; C1 | false; C2) ...
- references: new_ref(p): $p<-E$, set_ref(p): p ! r <- E, get_ref(p): p ! r

In fact let is itself a macro for $\langle \$: E 1, \ldots, \$: E n ; ~ \ \$: m 1, \ldots, \$: m n ; E>$ (Type checking being done "in context", polymorphism is kept.)

Some other notations are equivalent:

- E1 ; E2 and E2 o E1
- [l1:E1,...](l1:E1,...) and (/l1:E1,...)
";" may be omitted before " $\backslash$ " or "/", when not ambiguous.
e.g. : $/ 1|\mathrm{x} / \mathrm{x}=\langle 1\rangle ;| \mathrm{x} ;\langle\mathrm{x}\rangle=\langle 1\rangle$.


## B.1.3 Toplevel

You can evaluate either expressions or definitions. To give you an handle on the result, expressions alone are in fact interpreted as defining the identifier it.

```
\(E ; ; \quad \longrightarrow\) let it \(=E ;\);
let [rec] \(m=E\) and \(\ldots\); ;
```

Type definitions use the following syntax:

```
type [v;...] IDENT = c <l:t,...> (| c <l:t,...>)* ;;
    v ::= ' a|@ a|$a generic, return and row variables
r ::= $a|<l:t,\ldots> < <l:t\ldots;$a> row types
w ::= @a|r| co | [v;\ldots]ccn return types
t ::= 'a|w|r-ow types
```

There is a number of toplevel pragmas:
load"filename"; ; loads filename.fm
\#dialogue true ; ; sets the dialogue mode:
"E;;" is then interpreted as "it ; E;;"
\#set e ; resets the value assigned to it
\#show e ; ; shows the value of an expression
\#dialogue false ; ; back to standard mode

## B.1.4 Primitives and pragmas

- Operators:

```
add,sub,mult,div,mod,pow : <1:int,2:int> -o int
lt,gt,le,ge : <1:int,2:int> -o bool
or,and* : <1:bool,2:bool> -o bool
eq,neq : <1:@a,2:@a> -o bool
concat : <1:string,2:string> -o string
(*) \&\& exist only as infix
```

- I/Os:

```
open_std : <1:<>> -o <#std:<>>
```

close_std : <\#std:<>> -০ <>
put : <1:string,\#std:<>> -o <\#std:<>>
get : <\#std:<>> -o <1:string,\#std:<>>

- Pooled references:

```
new_ref(p) : <'a,p:['a;$b]pool> -o <$b ref,p:['a;$b]pool>
set_ref(p) : <$b ref,'a,p:['a;$b]pool> -o <p:['a;$b]pool>
get_ref(p) : <$b ref,p:['a;$b]pool> -o <'a,p:['a;$b]pool>
```

- Others:
nil : ['a]list = []
cons : <1:'a,2:['a]list> -o ['a]list
quit : <1:<>> -o 'a
dummy* : 'a = <>
(*) dummy is temporarily made available to deal with type-driven control mechanisms. Dangerous!


## B.1.5 Error handling

- Syntax : gives you the line number and position of the error. May be erroneous.
- Type-checking : gives you the internal cause of the error. This may not always be enough. The line number is that of the end of the definition in which the error occured, not that of the error itself.


## B.1.6 Programming examples

A number of sample programs are provided.

- prelude.fm

Basic functions and transformations. Best to use it always.

- prelude2.fm

A few other functions. Necessary for examples.fm.

- unif.fm

A complete algorithm for unification, handling errors!

- examples.fm

Other little examples.

- types.fm

Some classical types.

- combinators.fm

Fundamental combinators of the transformation calculus.

- graph.fm

Some definitions to handle binary directed graphs using pooled references.

## B.1.7 Bugs and future developments

The only known practical bug is erroneous line numbers in error messages. But there are many theoretical ones.

In fact, there are no simple solutions to many typing problems in FIML. It results in leaving a terrible hole as the dummy untyped constant. It lets you do anything you want, and may even result in an uncaught error if you use it to induce the type-checker into error.

Even not going as far as that, the current type system does not guarantee unicity of encapsulated states. It is possible to achieve it by a combination of existential and linear types, but prohibiting this would make the system heavier, and not so pleasant as an interactive toy.

Last, this is not really a bug, but the central position of state handling in this language suggests that it should at least have either a lazy or concurrent semantics. Otherwise, all this complication comparing it to ML has little meaning.

To conclude, FIML VO. 5 should have a stronger type-checking, and use lazy evaluation. And, if the theory progresses enough, even some object-oriented features.

## B. 2 Sample FIML session

The best way to start with a programming language has always been a guided tour.

## B.2.1 Starting with it

Simple and classical things: the toplevel of a functional programming language.

## Into FIML

```
% fiml
Bienvenue dans FIML-light, Version 0.4 !
An interpreter by J. Garrigue, April 1994.
#
```

The "\#" is the prompt. This may recall you of the CAML system.

## Some values

```
#1 ;;
it : int = 1
#it+1 ; ;
it : int = 2
#<1,"a",true> ;;
it : <int, string, bool> = <1, "a", true>
```

Like in CAML again, you end a query with "; ;". Basically you evaluate expressions. The answer is of the form name : type = value, where name is the identifier defined in the process. By default this is it, and you can use it afterwards, as shown by the second query.

## Functions

```
#\x; x ;;
it : <'a> -o 'a = <fun>
#\x; x+1 ;;
it : <int> -o int = <fun>
#it 3 ;;
it : int = 4
#\x,y; x+y ;;
it : <int, int> -o int = <fun>
#it 1;;
it : <int> -o int = <fun>
```

Functions are first class values, and they are polymorphically typed. Abstraction part starts with a " $\backslash$ ", and end with a composing "; ". Notice the flat typing for curried functions.

## Definitions

```
#let x = 3 and y = "a";;
y : string = "a"
x : int = 3
#let I x = x;;
I : <'a> -o 'a = <fun>
#let rec fact n = if (n=0) then:1 else:(n * fact (n-1));;
fact : <int> -o int = <fun>
#let x = 4 in x ;;
it : int = 4
```

Use let and let rec to introduce respectively non-recursive and recursive definitions. Combined with in the definition is local.

## B.2.2 New notations

Introducing fundamental concepts of the transformation calculus.

## Application

```
#fact 3;;
it : int = 6
#<3; fact>; ;
it : int = 6
#/3,5; \x,y; y-x ; ;
it : int = 2
#/I; \x; <x 1,x "a"> ; ;
it : <int, string> = <1, "a">
```

Of course application can be done with the usual notation, but one may write it postfix, using either of the stream notations. $\langle x ; F>$ is close to an usual mathematical notation for $F(x)$, while "/x;F" puts the emphasis on the abstraction us. application symmetry. The last example shows that lambda-abstraction in context keeps polymorphism.

## Streams

```
#let me = <name:"Garrigue", age:22> ;;
me : <age:int, name:string> = <age:22, name:"Garrigue">
#me.age ; ;
it : int = 22
#me ; <surname:"Jacques"> ; ;
it : <age:int, name:string, surname:string> =
    <age:22, name:"Garrigue", surname:"Jacques">
#me ; \age:x; /age:x+1 ; ;
it : <age:int, name:string> = <age:23, name:"Garrigue">
```

What you may have thought were tuple in the beginning, are in fact streams. These are records with compositional properties. You may select a field, add a new one, or modify it by composing transformations.

## Transformations

```
#\x; /x+1 ;;
it : <int> -o <int> = <fun>
#\x,y; /y,x ;;
it : <'a, 'b> -o <'b, 'a> = <fun>
#\a:x; /b:x ;;
it : <a:'a> -o <b:'a> = <fun>
#\p:_ ; ;
it : <p:'a> -o <> = <fun>
```

Any function returning a stream may be viewed as a transformation. They may modify streams both in their values (eg. age above), and in their structure: switching, change in labels, erasure.

## Composition and matching

```
#<1:1,3:2> ○ <1:3,2:4,4:5> ; ;
it : <1:int, 2:int, 3:int, 4:int, 6:int>
    =<1:1, 2:3, 3:2, 4:4, 6:5>
#it; \1:_,3:_ ; ;
it : <1:int, 2:int, 4:int> = <1:3, 2:4, 4:5>
#<a:4,b+1:"b+1"> o <a:true,b:"b">; ;
it : <a:int, a+1:bool, b:string, b+1:string>
    = <a:4, a+1:true, b:"b", b+1:"b+1">
#it; \a:_,b:_; ;
it : <a:bool, b:string> = <a:true, b:"b+1">
```

In the transformation calculus, application and abstraction are translated into stream composition and matching. Remark how indexes changes when streams are composed:
a value with label $n$ appears at the $n^{\text {th }}$ unocuppied position of the stream it is added to. Matching as a symmetrical effect. This applies to named labels too.

## B.2.3 The dialogue mode

Not used to transformation composition? In this part we will use the dialogue mode to compose everything.

## Entering dialogue mode

```
##dialogue true;;
##set <2,3> ;;
it : <int, int> = <2, 3>
#/a:1 ;;
it : <int, int, a:int> = <2, 3, a:1>
```

\#dialogue and \#set are two pragmas that respectively set the dialogue mode, and the value of the current stream (it!). In dialogue mode, when you enter an expression, it is automatically composed with the current stream, as if you had entered it; E ; ;

## A stack machine in your lambda-calculus

```
#let tadd x y = /x+y and tsub x y = /x-y;;
tsub : <int, int> -o <int> = <fun>
tadd : <int, int> -o <int> = <fun>
##set /;;
it : <> = <>
#/3,4;;
it : <int, int> = <3, 4>
#tadd;;
it : <int> = <7>
#/4;;
it : <int, int> = <4, 7>
#tsub;;
it : <int> = <(-3)>
```

In dialogue mode FIML works exactly like a stack machine. You may put values on the stack through "/", and modify it using transformations.

## Some classical definitions

```
#let dup x = /x,x and switch x y = /y,x ; ;
switch : <'a, 'b> -o <'b, 'a> = <fun>
dup : <'a> -o <'a, 'a> = <fun>
#let switch' 2:x = /x and rot 3:x = /x ;;
rot : <3:'a> -o <'a> = <fun>
switch' : <2:'a> -o <'a> = <fun>
#/1,2; switch ;;
it : <int, int, int> = <2, 1, -3>
#switch' ;;
it : <int, int, int> = <1, 2, -3>
```

```
#rot ;;
it : <int, int, int> = <-3, 1, 2>
```

Basic stack operations are easily defined in terms of transformations. Remark that, thanks to numeric indexes, we can simplify switch into switch', or naturally define rot as extracting the third element to put it in the first position.

## B.2.4 Imperative features

Using transformations permits to write functional programs in an imperative style. This becomes even more interesting when functional evaluation is combined with imperative features.

## I/O's

```
##set /;;
it : <> = <>
#put "Name: ";;
it : <#std:<>> -o <#std:<>> = <fun>
#get;;
it : <#std:<>> -o <string, #std:<>> = <fun>
#\x; put("Hello " ^ x ^ "!\n") ; ;
it : <#std:<>> -o <#std:<>> = <fun>
##set open_std; it;;
Name: Jacques
Hello Jacques!
it : <#std:<>> = <#std:<>>
```

We are still in dialogue mode. We progressively construct a function using I/Os by composing transformation. Since they use the hidden label \#std, it must finally be composed with open_std to execute.

## Pooled references

```
#type ['a;'b]graph = L <'a> | N <'b ref,'b ref>;;
Type graph with constructors:
L : <'a> -o ['a; 'b]graph
N : <'b ref, 'b ref> -o ['a; 'b]graph
##set <dummy ; \(x : ['a; <a:<>>]pool) ; x>;;
it : <a:['a; <a:<>>]pool> = <a:<>>
#a <- L 1;;
it : <<a:<>> ref, a:[[int; 'a]graph; <a:<>>]pool> = <<1>, a:<>>
#let x = it.1;;
x : <a:<>> ref = <1>
#a <- N x x;;
it : <<a:<>> ref, <a:<>> ref, a:[[int; <a:<>>]graph;<a:<>>]pool>
    = <<2>, <1>, a:<>>
#a ! x <- L 2 ;;
it : <<a:<>> ref, <a:<>> ref, a:[[int; <a:<>>]graph;<a:<>>]pool>
    = <<2>, <1>, a:<>>
#a ! x ;;
```

```
it : <[int; <a:<>>]graph, [int; <a:<>>]graph, <a:<>> ref,
    a:[[int; <a:<>>]graph; <a:<>>]pool>
    = <(L 2), (N <1> <1>), <1>, a:<>>
```

Pooled references are a way to integrate dynamically created objects in the type framework of FIML. The abstract type pool takes two arguments: the type of the values it "contains", and a marker for generating references. At creation time (\#set...), only the second one is fixed, the type for values being polymorphic. After that type is synthesized in the usual way.

## Quiting dialogue mode

```
##dialogue false;;
#2;;
it : int = 2
#it+1;;
it : int = 3
```

Dialogue mode is a good way to experiment with transformations, but you can go back to usual program writing by the pragma \#dialogue false.

## B.2.5 Final remarks

```
#quit <> ;;
A tres bientot...
%
```

The official way to quit FIML is the quit function.
You have certainly noticed the very experimental status of this interpreter. There are - purposedly - holes in the type system, to facilitate a toy use. So, if you have a core dump, this is probably not a bug! For more details, see the manual.

## B. 3 Programming samples

## B.3.1 prelude.fm

```
(* Standard prelude *)
let I x = x ; (* identity *)
let A f = I O f ;; (* P->A functor *)
let T f x = /f x ; ; (* raising A->P for 1-arg functions *)
let T2 f x y = /f x y ; ; (* -- for 1-2-arg functions *)
let rec it_list *f = \ [] (* list iterator *)
    [h|t]; f h; it_list f:f t ; ;
let rec list_it *f = \ [] (* reverse order *)
    | [h|t]; list_it f:f t; f h ; ;
let rec fold *f = \ [] ; /[]
    [h|t] ; f h; \x ; fold f:f t ; T(cons x) ; ;
let rec map *f = \ []; [] [h|t]; (f h)::map f:f t ; ;
let rec while *do *end = end;
```

```
    \ ok:false | ok:true; do ; while do:do end:end ;;
let rec repeat *f = \ 0 | n; f; repeat f:f (n-1);;
let length = A(it_list f:(\_;T(add 1)) 2:0) ;;
let rec append = \ [] ; I | [h|t], l ; h::append t l;;
let rec combine = \ [], [] ; [] | [h|t], [h'|t'] ; <h,h'>::combine t t' ;;
```


## B.3.2 prelude2.fm

(* prelude2.fm *)

```
let B f g x = f(g x) ;; (* function composition *)
let C f x y = f y x ;; (* arg-order exchanger *)
let K x y = x ;; (* "K" *)
let S f g x = f x (g x) ;; (* "S" *)
let W f x = f x x ; ; (* arg-copier *)
let K1 = \x ;; (* arg-killer *)
let Fst f <x|y> = <f x> O y ;; (* first-applier *)
let Snd f <2:x|y> = <2:f x> O y ;; (* second-applier *)
let Rst f <x|y> = <x> O f y ;; (* rest-applier *)
let map_fst *f = map f:(Fst f) ; ;
let map_snd *f = map f:(Snd f) ;;
let distr_pair f <x,y> = <f x,f y> ;;
```


## B.3.3 unif.fm

```
(* An all-in-one unification program *)
type term = Sym <string,term list> | Var <int> ; ;
let rec assoc_env x =
    \ env:[]; (Var x)
    | env:[<y,v>|t]; if (x=y) then:v else:(assoc_env env:t x)
;;
let rec subst n by:v =
    \ on:(Var m); if (m=n) then:v else:(Var m)
    | on:(Sym a l); Sym a (map f:(\x; subst n by:v on:x) l)
;;
let rec simplify =
    \ (Var a); assoc_env a
    | (Sym a l),*env; Sym a (map f:(simplify env:env) l)
; ;
let rec not_occur n = \ on:(Var m); if (m=n) then:false else:true
    on:(Sym a l); it_list
                                    f:(\ ok:true,v /ok:not_occur n on:v
```

```
            ok:false,_ /ok:false) l ok:true
            \*ok; ok
; ;
let rec add_env <n,v> *env = if (not_occur n on:v)
    then:<ok:true,env:<n,v>::map f:(\<x,y> /x, subst n by:v on:y) env>
    else:<ok:false,env:env>
;;
let rec unify *env <a,b> =
    /simplify env:env a,simplify env:env b,env:env;
    \ (Var a),b ; add_env <a,b>
    | a, (Var b) ; add_env <b,a>
    | (Sym a l), (Sym b m) ;
            if (a=b && length l = length m)
            then:<combine l m,ok:true;
                                    it_list f:(\ ok:true ; unify | _ )>
            else:<ok:false>
;;
```


## B.3.4 examples.fm

```
(* Various examples *)
let curry f a b = f <a,b>;; (* 2-arg currying *)
let gcd m n = <m:m,n:n; (* a stupid gcd *)
    while do:(\*m,*n /m:n,n:mod m n)
            end:(\n:0 /ok:false,n:0 | /ok:true)
    \*m,*n; m>
; ;
let rec fibo = repeat f:(\m,n /m+n,m) 2:0 3:1; K ; ; (* short! *)
let rec fibo' n = (repeat n f:(\*m,*n /m:m+n,n:m) m:0 n:1).m ; ;
let sigma = I o it_list f:(T2 add) 2:0;;
(* the standard quick_sort *)
let partition test:f =
    it_list f:(\x; if (f x) then:(\l1:l /l1:x::l)
                                    else:(\l2:l /l2:x::l)) l1:[] l2:[]
;;
let rec quick_sort *order = \[]; []
    [h|t]; partition test:(order 2:h) t \*l1,*l2;
    quick_sort order:order l1 @ h::quick_sort order:order l2
;;
```

```
(* a "random" number generator *)
let random n seed:x = let x = mod (x+6373) 23557 in <mod x n,seed:x>;;
let rand_list = repeat f:(T2 cons o random 1000) 2:[] ; ;
(* lists *)
let rev = it_list f:(T2 cons) 2:[] ; I;;
```


## B.3.5 types.fm

(* Standard types *)
type ['a;'b]pair = Pair $\left.<^{\prime} a, ' b\right\rangle$; ;
type ['a;'b]sum = Inl <'a>| Inr <'b> ; ;
type 'a tree = Leaf | Node <'a, left:'a tree,right:'a tree> ; ;
(* Matching on constructors
\#let leaf $=$ Node left:Leaf right:Leaf; ;
leaf : <'a> -o 'a tree $=$ <fun>
\#let $t=$ Node 1 left: (leaf 2) right: (leaf 3); ;
$t:$ int tree $=$ (Node 1 left: (Node 2 left:Leaf right:Leaf) right: (Node 3 left:Leaf right:Leaf))
\#<t $\backslash($ Node|r) ; $r>;$;
it : <int, left:int tree, right:int tree>
$=<1$,left: (Node 2 left:Leaf right:Leaf),
right: (Node 3 left:Leaf right:Leaf) >
\#let left (Node left:x|_) = x; ;
left : <'a tree> -o 'a tree $=$ <fun>
\#left t;
it $:$ int tree $=$ (Node 2 left:Leaf right:Leaf)
*)

## B.3.6 combinators.fm

```
(* Combinators for the transformation calculus *)
let I x = x ; ;
let K = \x ; ;
let D x f = <f,f O x> ; ;
let L_a x = <<a:x>> ; ;
let L_1 x = <<1:x>> ; ;
let L_2 x = <<2:x>> ; ;
let L_3 x = <<3:x>> ; ;
let E_a a:x = <x> ; ;
let E_1 1:x = <x> ; ;
let E_2 2:x = <x> ; ;
```

```
let O = K K ;;
let P = K O D ; ;
let U = P O E_2 ; ;
let A = I O (U I) ; ;
let R = P o L_1 ; ;
let T = R O E_2 ; ;
let }\textrm{B}=\textrm{R}\circ\textrm{T}\circ\textrm{A
```



```
let W = D <> ; ;
```


## B.3.7 graph.fm

```
type ['a;'b]graph = L <'a> | N <'b ref,'b ref>;;
type 'a tree = Lf <'a> | Nd <'a tree,'a tree>;;
let rec mem x = \]; false | [h|t]; if (x=h) then:true else:(mem x t); ;
let rec (depth :- 1 seen a -o 1 seen a) seen:l x =
    if (mem x l) then:<seen:l,[]> else:<seen:x::l; a!x;
            \ (L v); /[v]
            | (N y z); depth y; depth z; T2 append> ;;
let rec depth_all x = a!x;
            \ (L v); /[v]
    | (N y z); depth_all y \l; depth_all z \l' /l@l' ; ;
let rec tree_of_graph x = a!x;
\ (L v) ; /Lf \(v\)
    | (N x y); tree_of_graph x \x; tree_of_graph y \y /Nd x y ; ;
let rec graph_of_tree =
    \ (Lf v); a <- L v
    | (Nd x y); graph_of_tree x \x;
        graph_of_tree y \y;
        a <- N x y ; ;
let open_a (x : ['a;<a:<>>]pool) = <a:x>;;
#show (open_std;put"\"open_a dummy\" to open the pool.\n";close_std);;
```
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[^0]:    ${ }^{1}$ This name is subject to discussion since Curry himself, who defined the concept for combinatory logic [Cur30], remarked in [Cur80] that Schonfinkel, an other father of $\lambda$-calculus, had the idea before him [Sch24].
    ${ }^{2}$ Recently a solution was proposed for an extended type system [DRW95]

[^1]:    ${ }^{3}$ by $\eta$-equality $\lambda x . g x=g$
    ${ }^{4}$ since $\left.S f(K b) x=f x(K b x)=f x b\right)$

[^2]:    ${ }^{5}$ We use a notation close to CAML [W ${ }^{+} 90$ ]. "let" denotes a definition, ": :" the list constructor. Since "=>" is left unused (abstraction uses "->"), we use it for labeling.

[^3]:    ${ }^{1}$ In [AKG93b] this was defined as a product system, and selective $\lambda$-calculus as the sum system $\mathcal{L}=\mathcal{S} \cup \mathcal{N}$. Properties of the two systems being similar, we work here on the most general one.

[^4]:    ${ }^{1}$ We use a notation close to CAML [ $W^{+} 90$ ]. "let" denotes a definition, ": :" the list constructor. Since "=>" is left unused (abstraction uses "->"), we use it for labeling.

[^5]:    ${ }^{1}$ In fact the original idea of streams comes from this need of a parameter monoid in the model.
    ${ }^{2} \Lambda$ and $\Gamma^{*}$ are respectively the sets of selective $\lambda$-terms and entity sequences

[^6]:    ${ }^{3}$ These records correspond to streams in the syntax, but we were less directive in the definition of the label monoid.

[^7]:    ${ }^{1}$ Dynamic binding is generally considered as bad. However, while dynamic binding would destroy referential transparency for static variables, defined only once - but we have usual $\lambda$-variables for that use - the case of mutable variables is not so clear. Since they are not referentially transparent w.r.t. their values, in a way dynamic binding is more natural and easier to model for them.

[^8]:    ${ }^{2}$ We could use all equivalences as directed reduction rules. This would result in a slightly more complicated system (cf. Chap. 2 for selective $\lambda$-calculus)

[^9]:    ${ }^{3}$ We chose to make $\downarrow$-elimination a reduction rule rather than a structural equality because it reduces the size of terms, while the structural equalities of Definition 6.1 do not change it.

[^10]:    ${ }^{4}$ This is true with references too, but their semantic scope is only defined by garbage collection

[^11]:    ${ }^{1}$ Since terms are statically typed, we could construct a model based on tuples and type information, which would avoid the extra structure for streams, and compile away labels. Only extension would have to be modified. We based ourselves on streams here for the sake of simplicity of the equivalence relation.

[^12]:    ${ }^{1}$ We must exclude $\emptyset$, since it will represent $\perp$, and $\perp$ extends to the whole relation.

[^13]:    ${ }^{2}$ Same remark as for the transformation calculus: we can compile away labels, if we want...

[^14]:    ${ }^{1} K$ is there to keep the eventual constraints in $M$.

